
JOURNAL OF GEOPHYSICAL RESEARCH, VOL. 99, NO. C12, PAGES 24,821-24,852, DECEMBER 15, 1994 

TOPEX/POSEIDON tides estimated using a global inverse model 

Gary D. Egbert and Andrew F. Bennett 
College of Oceanic and Atmospheric Sciences, Oregon State University, Corvallis 

Michael G.G. Foreman 

Institute of Ocean Sciences, Sidney, British Columbia 

Abstract. Altimetric data from the TOPEX/POSEIDON mission will be used for stu- 

dies of global ocean circulation and marine geophysics. However, it is first necessary 
to remove the ocean tides, which are aliased in the raw data. The tides are constrained 
by two distinct types of information: the hydrodynamic equations which the tidal fields 
of elevations and velocities must satisfy, and direct observational data from tide gauges 
and satellite altimetry. Here we develop and apply a generalized inverse method, 
which allows us to combine rationally all of this information into global tidal fields 
best fitting both the data and the dynamics, in a least squares sense. The resulting 
inverse solution is a sum of the direct solution to the astronomically forced Laplace 
tidal equations and a linear combination of the representers for the data functionals. 
The representer functions (one for each datum) are determined by the dynamical equa- 
tions, and by our prior estimates of the statistics of errors in these equations. Our 
major task is a direct numerical calculation of these representers. This task is compu- 
tationally intensive, but well suited to massively parallel processing. By calculating 
the representers we reduce the full (infinite dimensional) problem to a relatively low- 
dimensional problem at the outset, allowing full control over the conditioning and 
hence the stability of the inverse solution. With the representers calculated we can 
easily update our model as additional TOPEX/POSEIDON data become available. As 
an initial illustration we invert harmonic constants from a set of 80 open-ocean tide 
gauges. We then present a practical scheme for direct inversion of 
TOPEX/POSEIDON crossover data. We apply this method to 38 cycles of geophysi- 
cal data records (GDR) data, computing preliminary global estimates of the four prin- 
cipal tidal constituents, M 2, S2, K1, and O1. The inverse solution yields tidal fields 
which are simultaneously smoother, and in better agreement with altimetric and ground 
truth data, than previously proposed tidal models. Relative to the "default" tidal 
corrections provided with the TOPEX/POSEIDON GDR, the inverse solution reduces 
crossover difference variances significantly (=20-30%), even though only a small 
number of free parameters (=1000) are actually fit to the crossover data. 

1. Introduction 

Almost 30 years ago, in their discussion of the appli- 
cation of new time series methods to tidal spectroscopy, 
Munk and Cartwright [1966, p. 536] admitted "it can be 
said that we are here attempting to improve the one geo- 
physical prediction that works tolerably well already; to 
this charge we plead guilty." A similar plea must be 
entered here. Of the many factors which must be con- 
sidered and accounted before satellite altimetric data can 

be usefully applied to studies of global ocean circulation 
or marine geophysics, the ocean tides are perhaps the 
best understood. Certainly among all altimetric correc- 
tions, the fides have the longest and most extensive his- 
tory as a subject of scientific research (see Cartwright 
[1977] and Hendershott [1981] for reviews). However, 
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the tides also represent far and away the largest single 
correction to the altimetry data. In an analysis of Geosat 
data, Ray et al. [1991] (see also Ray [1993]) found that 
ocean tidal corrections represented 82% (94% if solid 
Earth tides are included) of the total reduction in vari- 
ance in collinear differences, resulting from all standard 
corrections. The sheer size of the tidal correction thus 

places severe demands on the relative accuracy of tidal 
models. In a review of the situation on the eve of the 

TOPEX/POSEIDON (T/P) launch, Ray [1993] concluded 
that no available global ocean tide model was sufficiently 
accurate to satisfy mission goals. Thus while the physics 
of ocean tides is comparatively well understood, and 
while numerical models which reproduce most of the 
principal tidal features have been available for some 
time, there is still a great need for significant improve- 
ment in the modeling of global ocean tides. 

The ocean fides are constrained by two distinct types 
of information. First, we have the laws of physics (i.e., 
the continuum equations for momentum and mass con- 
servation, together with the astronomical tide-generating 
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force), which completely determine the tidal elevations 
and currents, at least in principal. In practice, use of this 
sort of information requires us to approximate the 
dynamical equations and seek solutions on a numerical 
grid. The linearized shallow water equations are typi- 
cally assumed for tidal modeling [Hendershott, 1981], 
with parameterized corrections for dissipation, tidal load- 
ing, and ocean self-attraction. In this approximate form 
the dynamics obviously do not exactly determine the 
ocean tides. Early numerical modeling efforts led to 
solutions which exhibited only qualitative agreement 
amongst themselves and with the available observations 
[Hendershott, 1977]. More recent modeling efforts for 
individual ocean basins, using variable-mesh finite ele- 
ment schemes and more complex parameterizations of 
dissipation, demonstrate that numerical calculations can 
yield substantially more accurate tidal solutions [Le Pro- 
vost and Vincent, 1991]. However, even with these more 
sophisticated modeling approaches, the discrepancy 
between solution and observations far exceeds the 2-cm 

accuracy goal of Koblinsky et al. [1992]. Indeed, the 
root-mean-square (RMS) misfit for the principal lunar 
semidiurnal constituent (M2) in the Indian Ocean is about 
6 cm [Le Provost and Lyard, 1993], comparable to the 
expected magnitude of the oceanographic mesoscale sig- 
nal of interest (5-10 cm). 

Estimates of the fides should also be guided by obser- 
vational data. Until recently these data were limited to 
sea surface elevations measured by coastal gauges and a 
very small number of widely separated pelagic tide 
gauges. By themselves, these data are of limited use for 
estimating open-ocean tides. To incorporate these data 
into a tidal model, Schwiderski [1978] developed a 
"hydrodynamic interpolation" scheme, in which the 
estimated harmonic constants were used as boundary 
conditions (at the tide gauge locations) in a numerical 
solution of the dynamical equations. Imposing these 
extra boundary conditions required local adjustment of 
the bottom-friction coefficient and relaxation of the no- 

flow boundary conditions at the coast. It is a testament 
to the value of this crude approach (which inserts 
observational data into the dynamics) that this tidal 
model has been the standard to which others have been 

compared for more than a decade [Ray, 1993]. 
With the advent of satellite altimetry, globally distri- 

buted measurements of sea level have become available 

[Cartwright, 1991], and with the approach developed by 
Cartwright and Ray [1990, 1991] (hereinafter referred to 
as CR), direct empirical estimates of tidal constituents 
across the ocean are now possible. Their approach 
makes possible the construction of global fields of tidal 
constituents, without using the dynamical information in 
any way. Such fields are especially valuable for validat- 
ing other tidal solutions, for they are not biased by any 
dynamical assumptions. However, as the success of 
Schwiderski's [1980a, b] model suggests, there is much 
useful information in both the dynamics and the data. If 
the goal is to produce the most accurate estimate of the 
global ocean tides, all of the available information, both 
dam and dynamics, should be used. 

Inverse methods provide a direct approach to this 
problem, allowing us to seek solutions which fit both 
dam and dynamics "well enough" [e.g., Bennett, 1992]. 

These ideas were first discussed explicitly in the context 
of tidal problems by Bennett and Mcintosh [1982] and 
by Mcintosh and Bennett [1984], who used inverse 
methods to construct a regional scale solution for the 
fides in Bass Strait. Zahel [1991] has subsequently 
applied a similar approach to tidal inversions on a global 
scale. The hydrodynamical interpolation scheme of 
Schwiderski [1978] could also be interpreted, in a very 
loose sense, as an inverse method. To accommodate the 
data, Schwiderski [1978] adjusted his a priori assump- 
tions about the dynamics. However, a more formal treat- 
ment of the inverse problem offers many advantages. 
The trade-off between fitting the data and satisfying the 
dynamics is made explicit, and realistic a priori weight- 
ing schemes for data and dynamics can be incorporated. 
Using formal inversion methods, it is straightforward to 
incorporate data of different types, and of varying qual- 
ity. For instance, as we show below, we can directly 
invert time domain altimetry data, yielding spatially 
smooth frequency domain tidal fields for all constituents 
simultaneously. We could also incorporate harmonically 
analyzed tide gauge data and current meter data in the 
same inverse calculation. Furthermore, with the inverse 
approach developed in this paper we have complete con- 
trol over conditioning, so that we can minimize the 
degree to which noise (or nontidal oceanography) in the 
data is propagated into our tidal solution. Finally, the 
inverse formalism provides a natural framework in which 
to analyze the stability of the solution with respect to the 
data. 

The paper is organized as follows. In section 2 we 
give a general overview of the data, the assumed dynam- 
ics, and our general approach to the inverse problem. In 
section 3 we consider the comparatively simple case of 
inverting dynamics and harmonically analyzed data for a 
single tidal constituent. We illustrate these initial results 
by inverting harmonic constants from a set of 80 open- 
ocean tide gauges [Ray, 1993]. Finally, in section 4 we 
build on the results of section 3 to develop a practical 
scheme for direct inversion of T/P data for multiple tidal 
constituents. We apply this method to 38 cycles of 
TOPEX data, computing preliminary global estimates of 
the four principal tidal constituents (M2, S2, K•, and O•) 
on a 512x256 grid (--80x65 km at the equator). 

We are currently extending and refining our calcula- 
tions to include additional tidal constituents, coastal tide 
gauges, and pelagic current meter data, in an inverse 
solution on a 1024x512 grid. Results of these calcula- 
tions, together with a more derailed analysis of posterior 
errors (in the data and the dynamics) will be given else- 
where. 

2. The Tidal Inverse Problem 

To set notation we begin with a general formulation of 
the tidal inverse problem, defining the state space and its 
relation to observable data. We then set out the hydro- 
dynamic model which forms the basis of our prior infor- 
mation concerning the tides. We close this section with 
a summary overview of our general approach to the tidal 
inverse problem, based on explicit calculation of the 
representers of the dam functionals [e.g., Bennett, 1992]. 
For this initial overview we keep the discussion fairly 
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80 Pelagic Tide Gauges 

Figure 1. Locations of the 80 pelagic and island tide gauges of Ray [1993] used for the initial inver- 
sion. 

general. Further details are provided in the next two sec- 
tions where we treat two specific examples: inversion of 
data from a set of 80 pelagic tide gauges [Ray, 1993] 
(Figure 1), and inversion of the initial T/P altimetry data. 
We will be rather casual about technical mathematical 

details and only state the necessary results from general- 
ized inverse theory. Where possible we use the notation 
of Bennett [1992], who gives a systematic development 
of the theory used here. 

The State Space and the Observable Data 

In general, our model of the ocean tide will be limited 
to a finite number L of principal harmonic constituents, 
with frequencies 001, I = 1, L. These are also designated 
traditionally by M2, S2, K1, O1 etc. For constituent l, the 
ocean tide is described by the complex amplitudes of the 
zonal and meridional components of volume transport u l 
and v I respectively, plus sea level elevation h I These , 

quantities are all complex-valued functions of position x. 
The complete description of the tidal state is thus given 
by the complex 3L-dimensional vector field 

ul(x) U l o 

= ¾1 (x) l , (1) U(X) = where u l (x) h t(x)l u':(x)] 
from which observable tidal quantities can be computed. 
For example, the sea level which would be observed by 
a tide gauge is given as a function of universal time and 
position by 

L 

h(x, t) = Re[•hl(x)e itøl(t-tø)+vl(tø)] , (2) 
/=1 

where Vl(to) is the astronomical argument at time to for 
constituent l. We denote the full space of possible tidal 
states by •; see Appendix A for a more precise 

definition. For any u• we will always refer to the 
three-component vector associated with a single tidal 
constituent using the superscript l, that is u l. Note also 
that for some purposes it will be useful to treat the real 
and imaginary parts of u l, v I and h l separately, and 
represent tidal states explicitly as 6L-dimensional real 
vector fields. We will denote the corresponding real vec- 
tor state space as 

For tide gauge data at a fixed x the individual consti- 
tuents h/(x) in (2) can be separated by harmonic 
analysis, provided a long enough time series is available. 
For shorter time series, and especially for satellite 
altimetry data, a full harmonic analysis of all significant 
constituents may not be feasible. In this case a slight 
modification of (2) is useful. Assuming that the oceanic 
response to the tide-generating potential (i.e., the tidal 
admittance; see Munk and Cartwright [1966]) varies 
smoothly with frequency, additional minor constituents 
can be (at least approximately) taken into account in the 
truncated harmonic expansion of (2) without increasing 
L. The simplest application of this idea is the inclusion 
of nodal corrections, which allow for the slow modula- 
tion of the astronomical forcing. With this correction (2) 
becomes 

L 

h (x, t) = Re[•ot/ (t )h l (x) ] , (3) 
/=1 

where •l(t) is the exponential function of (2), with 
long-period (dominantly 18.6 years) modulations in 
amplitude and phase [Cartwright and Tayler, 1971] 
(Appendix B). From a frequency-domain perspective, 
(3) essentially amounts to including additional satellite 
constituents, under the assumption that the admittance is 
essentially constant in the neighborhood of 00l. By 
smoothly interpolating the admittance between major 
constituents, this idea can be extended to include addi- 
tional minor constituents at more distant frequencies 
[e.g., Le Provost et al., 1991]. In this case h(x, t) is 
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still expressed as in (3) as a linear combination of the 
major complex constituent amplitudes h/(x), but the time 
dependent coefficients C•l(t) are more complicated, 
depending on the number and form of basis functions 
used for interpolation (e.g., see Cartwright et al. [1988] 
and Le Provost et al. [1991] for examples). 

For the initial illustrative applications discussed in this 
paper we focus on the four dominant tidal constituents 
(M2, S2, K1, and O1), so that L = 4. For the direct inver- 
sion of T/P crossover differences discussed in section 4 

we use a simple linear interpolation of the admittance in 
frequency to approximately include thirteen additional 
tidal constituents. The coefficients Otl(t) appropriate for 
this model (which also incorporates nodal corrections) 
are given in Appendix B. In future work we intend to 
expand the state space to include the additional consti- 
tuents N2, K2, Q1, and P1 directly (so that L = 8), with 
minor constituents included with a more complicated 
interpolation scheme. 

With altimetric observations of sea level, there are two 
further complications which must be addressed. First, 
the altimeter observes the geocentric tide h' (x, t). Due 
to the elastic yielding of the Earth, this differs from the 
Earth-relative (water-depth) tide h(x, t) measured by a 
conventional tide gauge. The levels h and h' are related 
via [e.g., Ray and Sanchez, 1989] 

h'= G r* h + ht• , (4) 

where the convolution operator G r * corrects sea level 
for tidal loading effects on the elastic Earth [Farrell, 
1972; Francis and Mazzega, 1990], and hb is the solid 
Earth body tide. The level hb is readily calculated in 
terms of the equilibrium tides [e.g., Ray and Sanchez, 
1989] and is provided as a data item on the T/P geophy- 
sical data record (GDR). The solid Earth tide can thus 
be easily removed from the altimetric data. The convo- 

lution in (4) is reasonably well approximated •yrt the sim- ple scalar multiplication Gr * h I : I•rth I , with equal to 
0.954 for semidiurnal constituents, or 0.940 for diurnal 
constituents [Ray and Sanchez, 1989]. We have made 
this simplifying approximation for the initial tidal inver- 
sions discussed here. A more sophisticated convolution 
treatment of load tides could be readily incorporated into 
the definition of the measurement functionals; see below. 
However, the value of this complication is questionable, 
particularly if our primary goal is to develop a tidal 
model for correcting altimetric data. In this case the 
simple scalar correction factor can be used consistently 
both for estimating the tidal state u, and for calculation 
of the corrections h "(x, t) which will be applied to the 
altimetry data. With the solid Earth tide corrections, the 
geocentric sea level observed by the altimeter is related 
to the tidal state via 

h"(x, t) -= h'(x, t) - h0(x, t) = 
L L 

Re[•ot/(t )Gr *h t (x)] - Re[•ott (t)[3rth t (x)]. (5) 
/=1 /=1 

Second, to eliminate the effect of inaccuracies in the 
geoid (which are quite large) it is useful to consider 
differences formed between altimetric data at the same 

location, but at different times. There are numerous 
ways to do this. Here we focus on crossover differences: 

I• 

Figure 2. Altimetric crossover differences are computed 
for orbit cycle rn at points xi where ascending and descend- 
ing ground tracks cross, at times T•m and Tiøm, respectively. 

see Figure 2. A large number of locations 
xi, (1 5 i 5 I) are overflown twice during each of M 
10-day orbit cycles. In the figure the first overflight 
occurs on a "descending" orbit during orbit cycle rn (the 

satellite is traveling from north to south) at time T•. The second occurs on an "ascending" orbit at time Ti• 
The crossover differences, with solid Earth tides 
removed, can then be represented as 

di m h,,(xi, T•Am) h,,(xi, D 
L 

= Re[•aim I h i (xi)] q- Eim (6) 
l=l 

where aim I '-[•r/[•/(T•Am)- O[/(T/Dm)], and we have added 
an error term œim to represent all nontidal sources of 
signal and noise. We take (6) as the fundamental rela- 
tion between the altimeter data (crossover differences, 
corrected for solid Earth body tides) and the state space 
(complex tidal amplitudes for L major tidal constituents). 
Other sorts of along-track or crossover differences can 
clearly be expressed in the same general form. 

Note that the model used by CR for harmonic analysis 
of Geosat altimetry data is qualitatively similar to (6). 
CR used least squares to estimate the coefficients of an 
"orthotide" expansion of the tidal admittance [Groves 
and Reynolds, 1975] which best fit all along-track 
differences in løxl.5 ø bins. We refer to this model in the 
following as CR91. However, the approach used by CR 
did not take advantage of the hydrodynamics or smooth- 
ness of the ocean tides in any way. Spatial smoothing of 
local estimates of tidal amplitude and phase must be 
accomplished as a separate step [Cartwright, 1991]. In 
contrast, with the inverse approach developed here, no 
preliminary harmonic analysis is required. Optimal, 
dynamically consistent (in a sense to be made precise 
below), spatially smooth complex amplitudes hi(x) are 
fit directly to the time domain crossover data using (6) 
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In this paper we consider both harmonically analyzed 
tide gauge data and T/P crossover differences. In both 
cases the data can be viewed as the output of a linear 
functional acting on elements in the state space • (or 
•R ), with additive measurement errors 

= L, [u] + (7) 

Other forms of tidal data, such as velocities obtained 
from deep-sea moorings [Luyten and $tomrnel, 1991], 
sea-floor electric field measurements [Filloux et al., 
1991], or reciprocal shooting using acoustic tomography, 
may also be expressed in this form [Bennett, 1985]. For 
the general development in the remainder of this section 
we take the full data set to be a vector d of length K 
which satisfies 

d = L[u] + •, (8) 

without specific reference to the exact form of the data 
functionals Lk. 

The Hydrodynamic Model 

To a good approximation the tidal fields 
u/= (u I v I hi) T at frequency co I satisfy the linearized 
shallow water equations, corrected for the effects of 
ocean self-attraction and tidal loading [e.g., Hendershott, 
1981]- 

Stu t = f0 t in O , (9) 

subject to boundary conditions on •O. Here f0 t is the 
astronomical forcing for constituent I (corrected for solid 
Earth tides), and the differential operator St is given by 

Sl = i co I Fl = f i C01-t-K• ' (10) 

The domain O represents (some portion of) the global 
oceans, H = H(x) is the ocean depth, f is the Coriolis 
acceleration, (J}l is the constituent frequency, V and V. 
represent the two-dimensional gradient and divergence 
operators on the spherical Earth, and •c represents dissi- 
pation. G* represents convolution with the Green's 
function for tidal loading and ocean self-attraction [Hen- 
dershort, 1972]. Here we will adopt a simplified treat- 
ment of these effects, replacing the convolution operator 
G. with a simple scalar correction factor [• = 0.9 
[Accad and Pekeris, 1978; Schwiderski, 1980a, b]. This 
approximation is justified by the estimates of dynamical 
errors given below. Note that G, and the scalar approxi- 
mation [3, are not the same as G r and [•r used in (5) 
(which include only elastic deformation of the solid 
Earth due to water pressure). Note also that this approx- 
imation in the dynamics is independent of the approxi- 
mation to the data functionals in (5). We could use the 
full convolution in the definition of the altimetric data 

functionals while still adopting an approximate treatment 
of load tides in the dynamics. Finally, note that by 
employing volume transports U l and V l , the bathymetry 
appears only in the momentum equations. 

Boundary conditions are no flow normal to the coast: 

fi-u t = 0 on i}O½, (11) 

and specified elevations on open boundaries (if appropri- 
ate): 

h I = h• on •Oo. (12) 

In (11) fi = (nu nv 0) is the three vector having as first 
two components the outward-directed unit normal at the 
boundary. We will refer to this system of equations and 
boundary conditions generically as the Laplace tidal 
equations (LTEs) for constituent I. For the full set of 
LTEs (including boundary conditions), considering all L 
constituents simultaneously, we use the abbreviated nota- 
tion 

Su = f0. (13) 

For the numerical solutions of of the LTEs discussed 
in this paper, the bathymetry H is taken from the 
ETOPO5 data base [National Geophysical Data Center, 
1992] with the boundaries of the ocean domain O 
defined by the 10 m depth contour. Also, to avoid com- 
plications with the singularity of the spherical coordinate 
system at the poles we restrict O to the latitude range 
80øS to 70øN. Thus most of the Arctic Ocean is 
excluded from our model. Note that the domain includes 
all of the ocean overflown by the T/P mission, which is 
restricted to latitudes below 70 ø . Open boundary condi- 
tions (12) are used along the northern edge of the 
domain in the Arctic ocean, with the specified elevations 
h• taken from the model "SCH80" of Schwiderski 
[1980a, b, 1981] (see also Schwiderski and Szeto [1981]). 
For the forcing f0 we used astronomical potentials given 
by Cartwright [1977], with corrections for solid Earth 
tide potentials calculated using the frequency-dependent 
Love numbers of Wahr [1981]. 

Dissipation is parameterized simply as 

•: = r,o/max[H, Ho]. (14) 

To choose r0 and H0 we solved the LTEs numerically 
for a range of parameter values and compared the eleva- 
tion component of solutions for the four dominant consti- 
tuents (M2, S2, K1, and O1) to tidal constants from the 80 
pelagic gauges of Figure 1, and to SCH80. Based on 
these comparisons, we chose r0 = 0.03 m s -1 and 
H0 = 200 m. Experimentation with other simple param- 
eterizations for dissipation (e.g., the quadratic (in H) 
expression of Zahel [1977]) produced similar results. 
Although more refined treatments of dissipation are pos- 
sible [e.g., Le Provost, 1977; Le Provost and Poncet, 
1978], we believe that this simple linear approach is 
most appropriate for the linear inversion method dis- 
cussed here, where the dynamics are used only as weak 
constraints. For the same reason we also omit horizontal 

viscosity from the tidal equations and use the scalar 
approximation for tidal loading and self-attraction. 

The Penalty Functional 

We have two sorts of information concerning the true 
tidal state UTrue: the hydrodynamics and the data. 
Together these can be expressed as 

I f0] u= d ' (15) 
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While it is in theory possible to find an exact (and 
unique) solution u0 to the hydrodynamic system Su = f0, 
in general no tidal state will satisfy exactly the full set of 
equations (15). More formally, the operator formed by 
combining the data functionals and the hydrodynamic 
equations is singular. The generalized inverse method 
essentially amounts to constructing a generalized inverse 
of this singular operator [Reid, 1968]. 

Because no u exactly satisfies (15), this inverse calcu- 
lation must be recast as a fitting problem, in which we 
try to satisfy both the data constraints and the hydro- 
dynamic constraints "well enough." Observational data 
such as the T/P crossover differences will always include 
nontidal signals and noise, so the data should not be fit 
exactly. Indeed, observing the nontidal signal is the 
object of the T/P mission; discovering a stable perfect fit 
to the T/P data using only a tidal state would be unfor- 
tunate. Moreover, because of the approximate parame- 
terizations of dissipation and load tides, errors in the 
bathymetry, and the practical requirement that the system 
be solved numerically on a discrete grid, we should not 
expect the true tides to satisfy exactly the assumed 
hydrodynamic equations. Letting UTrue be the (unknown) 
true tidal state, we can define 

œ = d - L [UTrue ] õf = fo - Su•'rue 

to be the measurement errors and the dynamical errors, 
respectively. 

While we do not know and cannot directly measure œ 
and 15f, it is our conviction (hypothesis?) that we can at 
least approximately characterize these errors in a statisti- 
cal sense. We thus assume that the errors are realiza- 

tions of random processes satisfying 

Eœ = 0 Eœœ* = Ce (16) 

E õf = 0 E fif(x•)õf(x2)* = Cf (x•, x2) (17) 
Eœfif* = 0 (18) 

where E denotes the ensemble average or mathematical 
expectation, and the asterisk the complex conjugate tran- 
spose. Note that the forcing error covariance Cf, is a 
3Lx3L complex matrix-valued function of pairs of 
points x•, x2 in, or on the boundary of, the ocean domain 
O. Note also that Cf defines a linear operator acting on 
tidal states u: 

[el ul(x)= I Cf(x, x')u(x')d2x '. (19) 
o 

We will assume that this operator has inverse 
(ignoring nontrivial mathematical details!). Note that we 
shall not need actually to calculate this inverse. We 
defer discussion of the exact form of the assumed covari- 

ances to subsequent sections where we consider specific 
examples. For now note that the covariance operator ½f 
will generally act to smooth out or attenuate small-scale 
features of u, while the inverse ½œ1 will have the oppo- 
site effect. Note also that these operators will be self- 
adjoint so that 

lv(x)*[cu](x)e2x = l[c v](x)*u(x)e2x, (20) 
o o 

with a similar relation holding for ½œ2. 

The covariances can be used both to normalize the 
two sources of error and to make precise the notion of 
fitting the data and the dynamics "well enough." We 
define the quadratic penalty functional 

J [u] = (L [ul-d)* Cf • (L [u]-d) + 

l[Su - f0l(x)*[cœ(Su- f0)l(x)d2x. (21) 
o 

To solve the generalized inverse problem we minimize 
J. This solution, which represents a weighted least 
squares fit to the data and the hydrodynamics, is cer- 
tainly intuitively appealing. Furthermore, it can be 
shown [Bennett, 1990] that this inverse solution is essen- 
tially the minimum variance linear unbiased estimator of 
u (i.e., the Gauss-Markov smoother of the tidal data). If 
both the dynamical errors and the data errors are Gaus- 
sian, the estimate is also maximum-likelihood [e.g., 
Tarantola, 1987]. Minimization of J can also be 
justified in terms of a Bayesian statistical model [e.g., 
Tarantola, 1987; Backus, 1988]. 

In theory minimization of J is straightforward. After 
discretization, (21) is basically just a large linear least 
squares problem for which direct solutions are readily 
available [e.g., Tarantola, 1987]. However, if the ocean 
tides are to be represented with a reasonable resolution, 
the number of unknown parameters becomes prohibi- 
tively large, making a direct application of standard least 
squares methods unfeasible. For instance, specification 
of L = 8 complex tidal constituents on a 1 degree grid 
(the resolution of SCH80) requires of the order of 10 6 
real parameters. One approach would be to use some 
sort of descent method (e.g., conjugate gradients) to 
minimize J iteratively. However, with this approach it 
is still necessary to invert (the 106x106 matrix) Cf. To 
make this feasible, previous workers have adopted very 
simple (and almost certainly unrealistic) diagonal form 
for the dynamical error covariance [Jourdin et al., 1991; 
Zahel, 1991]. Furthermore, iterative minimization of the 
penalty functional allows only limited control over con- 
ditioning and hence little assurance that a stable fit has 
been obtained. We regard the stability of the fit to the 
prior information to be at least as important as the 
closeness-of-fit. 

We adopt a different approach, based on the applica- 
tion of some simple Hilbert space theory, which has been 
used extensively in solid Earth geophysics [e.g., Backus, 
1971; Parker, 1975; Parker et al., 1987]. The method is 
developed in detail in an oceanographic context by Ben- 
nett [1992]. Here we only sketch the principal ideas. 
The approach massively reduces the apparent dimension 
of the inverse problem to its true dimension, namely, the 
number of independent data. Note that this reduction is 
effected prior to numerical discretization. 

The Hilbert Space Approach 

The dynamic error penalty in (21) is a positive-definite 
quadratic form which can be used to define an inner pro- 
duct on the state space •: 

<u,, u2> = ld2x [Sul(x)*[c?su21(x), (22) 
o 

where the superscript asterisk denotes the complex con- 
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jugate transpose. Under weak assumptions on the 
covariance Of, it may be shown (see Appendix A) that 
our state space '• is a Hilbert space, and that for every 
reasonable data functional Lk (including pointwise 
evaluation of tidal components), there exists an element 
rk in the state space '• which satisfies 

L• [v] = <rt•, v>, (23) 

for every v • •. The field r• is called the representer of 
the data functional. It can be shown [e.g., Wahba and 
Wendelberger, 1980; Parker et al., 1987; Bennett, 1990, 
1992] that J attains its global minimum value for a 
unique element in the state space of the form 

K 

O = u0 + •b•r• . (24) 
k=l 

In particular, the entire infinite dimensional null space of 
unobservable additive corrections g, where 
Lk [g] = < g, r•> = 0, l<_k <K, is discarded. This is the 
first, massive step in reducing the apparent dimension of 
the inverse problem to its true value (<K). The 
coefficients in the representer expansion b satisfy the 
K xK system of linear equations 

(R+C0b = d-L[u0], (25) 

where R is the (Hermitian, positive-definite) representer 
matrix with elements 

Rjk = < rj , r• > = Lj [rk ] = L•[rj]* . (26) 
Our approach to the inverse tidal problem is based on 

explicitly calculating the representers for the data func- 
tionals, forming the representer matrix, and then solving 
(25). Further details of these calculations will be given 
in the following sections. As we shall see, this calcula- 
tion is still quite formidable. However, even for a very 
large data set, such as the T/P crossover differences for 
all orbit cycles, we can arrange things so that K is no 
more than about 105. This is already 1 order of magni- 
tude smaller than the number of parameters needed to 
describe eight constituents on a 1 degree grid. Further- 
more, as we shall show below, the representer analysis 
allows us to further reduce the size of the inverse prob- 
lem, to an effective value of K of the order of 103 - 104, 
without significantly sacrificing model resolution or 
unduly restricting our choice of dynamical error covari- 
ances. In addition, the representer theory leads naturally 
to a complete analysis of the stability and conditioning 
of the inverse solution. In particular, the posterior error 
covariance provides us with estimates of the magnitude 
and spatial structure of errors in the inverse solution 
[Bennett, 1992]. 

3. Inversion of Harmonically Analyzed 
Tide Gauge Data 

In this section we discuss the somewhat simpler 
inverse problem appropriate for harmonically analyzed 
tide gauge data so that we can treat each tidal constituent 
separately. We take the data to be K point estimates of 
constituent l, obtained from harmonic analysis of tide 
gauge data at locations xn, k =1, K 

d k = Lk [u] + œ• = h I [xk] + œk ß (27) 

The focus of this section is on calculation of representers 
r• for the simple single-constituent data functionals of 
(27). Note that for time domain data we must consider 
multiple tidal constituents simultaneously, but 
representers can be constructed essentially as sums of 
these single-constituent representers. The results of this 
section thus provide a foundation for development of the 
altimeter crossover difference inversion which is our ulti- 

mate goal. As a more immediate illustration of the 
representer approach, we use the single-constituent 
representers to invert the K = 80 tidal constants from the 
pelagic gauges of Figure 1. 

Differential Equations and Boundary Conditions 
for the Representers 

As we consider only a single constituent at a time in 
this section (i.e., we take L = 1), we will omit the con- 
stituent identifier I from all quantities. To begin, we 
explicitly separate the inner product which defines the 
dynamical misfit penalty into interior and boundary 
terms: 

<Ul, u2> = ld2x [Sul](x)* [½i-•Su2I(x) 
o 

I dl fi'u•(x)* [½•qfi'u2](x) 
•0 c 

+ !odl hl(x)*[½?h2l(x ) . (28) 
Thus the dynamical error covariance function is divided 
into three distinct parts: Ci which characterizes errors or 
inadequacies in the differential equation (9) in the inte- 
rior of the domain O; Cc the covariance for errors in the 
no-flow boundary condition at the coast; and Co the 
covariance for errors in the specified elevations on the 
open boundaries. Note that in (28) we have implicitly 
assumed that there is no correlation between the three 

sorts of errors. Indeed, we have no information about 
any such correlation. 

The linear functionals of potential interest are averages 
over the interior domain O or as a point measurement on 
either the interior or boundary (tide gauges). These can 
all be expressed in the general form 

' ß u + l v-u, (29) 
o 

where we allow the interior and boundary measurement 
kernels [t = (gu, g•,[th)r and v = (Vu, Vv,Vh)r to be 
delta-type functions. Note that we explicitly allow 
separate interior ([t) and boundary (v) parts for the linear 
functionals. This is consistent with the special treatment 
of the boundary in the definition of the penalty func- 
tional. Note also that with this general formulation we 
could use the full convolution form of the radial defor- 

mation Greens function (4) in our definition of the altim- 
eter data functionals. We now derive an explicit form 
for the differential equations and boundary conditions 
which determine the representer r = (ru rv rh) r for a 
linear data functional of the general form (29). 

We require for all u = (u v h )r 
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L[u] = 

ld2x I.t(x)*'u(x) + olodl v(x)* o 
ß u(x) = <r, u> 

ld2x [Sr](x)* [Ci-lSu](x) q- !c o • 
dl fi' r(x)* [Cc-•fi-u](x) 

+ •I ø dl rn (x)* [½zih ](x). (30) 
The last equality follows from the definition of the inner 
product. 

Letting 

II = (11 Z •)T = Ci_iSr, (31) 
using (20), and integrating by parts, the first term in (30) 
is 

ld2x [Sr](x)* [Ci-ISu](x) = ld2x q(x)* [Su](x) 
o o 

(32) 

Here 

ld2x [Stq](x)*- u(x) +oIodl [•gHfi'q* h + •* fi'u] . o 

F t -V 1 -[•g V- H -i c0 
St= 

defines the adjoint of S where 

F t = (33) -f -i rm-r ' 

Substituting (31) into (30) we have 

ldx 2 It* i•Io ß u + dl v*-u = ld2x (Stq) * 
o o 

'u 

+ I ''' + I ''' +0Io dl [[5gHfi'q*h+•*fi'u]. (34) i}O c i}O o 

Noting (31) it may be seen that (34) will hold identically 
for all u, provided r and q satisfy the partial differential 
equations 

Stq = !x (35) 

Sr = Of q, (36) 

subject to boundary conditions chosen to annihilate the 
boundary integrals in (34). Using the fact that the 
inverse of the covariance operators are self-adjoint, this 
condition requires that the integrand of 

alodl [[3 gH fi' q *h +•*fi-u] v* -- 'Uq- 

dl [½c-lfi. r] * fi-u + !dl [C•-•rh ]* h (37) i} c i} o 

vanish identically for all u. On the rigid part of the 
boundary (i}Oc) this implies 

fi'q = %/•gH , (38) 

fi-r = •c (fi'v - •), (39) 

as boundary conditions for the backward and forward 
problems, respectively. On the open part of the boun- 
dary (3Oo) the conditions are 

• = O, (40) 

r h = C o [V h -- [3gHfi. q]. (41) 

The calculation of the representers is thus accom- 
plished by first solving the adjoint, or backward, system 
(35) subject to the boundary conditions (38) and (40), for 
coastal and open boundary segments, respectively. Note 
that in the case of coastal tide gauges the rigid boundary 
conditions for the adjoint system are inhomogeneous and 
the forcing (on the interior) is zero, since for a tide 
gauge on the boundary at xk the boundary kernel is 
Vh(X) = •5(X--Xk), and the interior kernel is g-=0. For 
most other cases of interest (pelagic tide gauges, 
altimetric data) the boundary conditions for the adjoint 
system are homogeneous, and the forcing in (35) is res- 
tricted to the adjoint variable • (e.g., for a pelagic tide 
gauge at x•, the interior and boundary kernels are 
gh(X) = •(X--Xk) , ¾--=0, respectively). The above men- 
tioned first step results in a solution q = (q, Z, •), which 
is then smoothed by the dynamical error covariances, 
yielding the inhomogeneous boundary conditions of (39) 
and (41) and also the forcing on the right hand side of 
(36). The resulting system of equations and boundary 
conditions (the forward equations) can then be solved to 
yield the representer r. 

We solve the system of equations (35-36) numerically 
on an Arakawa "C" grid by adopting a periodic forcing 
(of frequency c0), and then explicitly time-stepping for- 
ward from homogeneous initial conditions. A very sim- 
ple harmonic analysis of the time dependent asymptotic 
solution yields the complex harmonic amplitudes [Mcin- 
tosh and Bennett, 1984]. The solution to the adjoint 
equations is found in essentially the same way, but with 
the time-stepping proceeding backward from homogene- 
ous final conditions. The linearity of the dynamics and 
the presence of (linear) drag assure that the periodic 
equilibrium states are independent of the choice of initial 
or final states. Note that we have chosen the coefficients 
in the finite difference approximations for these systems 
so that the discretized backward equations are the exact 
discrete adjoint of the discretized forward equations. 
This insures that the representer matrix will be Hermitian 
and positive definite, to within machine accuracy. 

The representer calculation requires solution of both 
the forward and backward equations repeatedly, in prin- 
ciple once for each independent datum. However, the 
time-stepping algorithm is well suited to massively paral- 
lel processing. Hence we have implemented the algo- 
rithm in Fortran-90 on a Thinking Machines Corporation 
CM-200, to allow us to handle the very large T/P cross- 
over data set. 

Dynamical Errors 

The error vector •Sf represents inadequacies in our 
hydrodynamic model and boundary conditions and in the 
numerical approximation of these equations on a discrete 
grid. Prior information about the magnitude and spatial 
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characteristics of these errors is provided through the 
dynamical or forcing error covariance Cf. In conjunc- 
tion with the data error covariance Ce, Cf determines the 
trade-off between fitting the observational data, and satis- 
fying the hydrodynamic model. To some degree, Cf 
also controls the smoothness of the inverse solution. 

Inevitably, our model for the dynamical error covariance 
must represent a compromise between fidelity to the true 
situation (which is at best incompletely understood) and 
computational tractability. When in doubt, we opt for 
simplicity. In particular, as noted already, we take errors 
in the boundary conditions to be independent of errors in 
the dynamical equations. We thus consider Ci, Cc and 
Co separately in the following. Also, for now we treat 
only a single constituent at a time, ignoring any possible 
interconstituent correlation of dynamical errors. We will 
extend our dynamical error covariance model to allow 
for this complication in the next section, where we treat 
the more general multiple-constituent tidal inverse prob- 
lem. 

Dynamical Error Covariance C i 

Because a more complicated model would be difficult 
to establish, we assume that the components of the 
dynamical error (two for the momentum equations, and 
one for the continuity equation) are uncorrelated. The 
dynamical error covariances for each component charac- 
terize both the expected magnitude and the smoothness, 
or spatial correlation, of the dynamical errors. Both of 
these characteristics of $f might realistically be expected 
to be spatially varying. As we show below, an analysis 
of approximations and errors inherent in the dynamical 
equations can be used to estimate the spatial dependence 
of the dynamical error variances. Comparable estimates 
of spatially varying (or even average) decorrelation 
length scales are not so obvious. We thus adopt a 
dynamical error covariance function which combines a 
simple spatially homogeneous and isotropic correlation 
with an inhomogeneous variance. We assume the 
covariance between $f(x) and $f(x') has the form 

[Ci (x, xt)]jj , = •jj, lJj (X)IJj, (X')I]/(COSJL) , (42) 

where the index j (=1, 2, 3) refers to the component 
(u, v, or h) of the tidal fields, of(x) is the spatially 
varying dynamical error variance for component j, and 
•(cos2,) is the spatial correlation (on the sphere) of com- 
ponents of $fi with angular separation 2,. The correla- 
tion function •, which has a decorrelation length scale of 
approximately 5 ø is plotted in Figure 3. 

It is difficult to provide a rigorous justification for the 
chosen decorrelation length scale, much less the exact 
form of •. However, we have to assume a certain 
degree of smoothness in the dynamical errors to make 
our inverse problem formally well posed [Yosida, 1980; 
Bennett, 1990] (Appendix A). This requirement is more 
than a mathematical technicality. In experiments with 
completely uncorrelated dynamical errors, we have found 
that the inverse solutions for tidal elevations contain 

localized peaks or holes at some tide gauge locations. 
This reflects the local singular behavior of the functions 
rk computed with uncorrelated dynamical errors for 
point evaluation functionals [Bennett, 1990]. To 
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Figure 3. Spatial correlation W of dynamical errors as a 
function of angular separation on the sphere. The same 
correlation structure is assumed for all components of the 
dynamical errors, and all harmonic constituents. Smooth- 
ing with W is accomplished efficiently by repeated applica- 
tion of a local smoother (see Appendix C for details). 

suppress this unphysical behavior in the T/P crossover 
difference inversion, we have chosen the decorrelation 
length scale for the dynamical errors to be comparable to 
the typical crossover difference separation. This choice 
has about as mild an impact as is acceptable. 

The functional form of W has been dictated by compu- 
tational considerations. The covariance is used to 

smooth and scale the backward solution Xl (see (36)). 
Given our spatially homogeneous correlation, this 
requires a combination of scalar multiplication and con- 
volution with the correlation function on the projected 
spherical grid. For numerical efficiency we use an itera- 
tive scheme which repeatedly smooths Xl locally, using a 
latitude-dependent set of weights. The result is identical 
to smoothing with a covariance which is essentially of 
the form given in (42). Note that this iterative imple- 
mentation of the covariance smoother leads to some 

small deviations from exact spatial homogeneity of the 
spatial correlation near the coasts. This complication 
and computational details of our implementation of the 
covariance smoother on the CM-200 are discussed in 

Appendix C. 
We turn now to a specification of the spatially inho- 

mogeneous dynamical error variances. By defining the 
discretized variables (u, v) and h to represent, respec- 
tively, the total mass flux across the edges of a numerical 
grid cell, and the sea surface elevation (relative to the 
bottom) averaged over that cell, the exact conservation 
of mass is assured for the discretized system. We adopt 
this point of view, and take the forcing error covariance 
for the continuity equation to be identically zero. In 
making this assumption we are of course neglecting 
some small errors associated with stratification and 

compressibility of the ocean, and with the small- 
amplitude approximation. However, these errors are 
much smaller than other sources of error in the discre- 

tized time separated momentum conservation equations 
[Mcintosh and Bennett, 1984]. For the zonal component 
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the relevant differential equation is 

(ito + •c)u - fv + [SgHi• xh = fuo (43) 

There are several distinct sources of error here. First, 

(43) approximates the physics in three important ways: 
(1) by replacing the full three-dimensional Navier-Stokes 
equations by the linearized shallow water equations, (2) 
by the crude parameterization of dissipative effects, and 
(3) by the approximate treatment of tidal loading and 
self-attraction. Next, the bathymetry H(x) is only 
approximately known. Finally, we must solve (43) 
numerically on a discrete grid. For our analysis of these 
numerical errors we consider calculations on a 512x256 

grid (=78x65 km at the equator). 
The approximate modeling of dissipation by (14) is 

undoubtedly the most serious source of error [Mcintosh 
and Bennett, 1984]. A wide range of linear drag 
coefficients have been used in previous tidal modeling 
studies, with the preferred value depending on the scale 
of, and the range of depths encountered in, the model 
under consideration. See Pekeris and Accad [1969] for a 
discussion of this issue. Mcintosh and Bennett [1984] 
assumed a drag coefficient of the form •c = O.002/H for a 
model of Bass Strait. For their regional scale model, 
with ocean depths of the order of 100 m, the major 
energy loss occurred through the open boundaries. The 
linear drag coefficient used by $chwiderski [1978] for the 
SCH80 global model, while rather complicated in detail, 
is generally much larger, being nominally of the form 
•c = 0.01/H. Our drag coefficient, which is even larger 
(except in shallow water; see (14)), is more comparable 
to that used by Pekeris and Accad [1969], who restricted 
their tidal model to the deep oceans (H > 1000 m). 
Based on this great variation in reported parameters, 
together with our conviction that the overall scale of dis- 
sipation used in our forward model is reasonably correct 
on average, we assume 100% errors in the dissipation 
term of (43). Thus calling this error •Sfr, we have 

Var(•Sf r) - l •cu I 2 - [ røl U ' ] 2 max[H(x), H0]' , (44) 
where U is a transport scale. This variance can be 
estimated numerically (as a function of position x) using 
for U a prior estimate of the volume transports (e.g., the 
transport components of the prior model u0). Compared 
to a typical term in (43) (i.e., c0u), •Sfr represents 
approximately a 10% error in the dynamics in the deep 
ocean, increasing to 100% errors on the shelves (where 
r = 1.5x10 -4 s -• = c0). 

The analysis of Mcintosh and Bennett [1984] for 
regional scale tidal modeling shows that errors resulting 
from the linearized shallow water approximation are gen- 
erally much smaller than likely errors in the parameteri- 
zation of dissipative effects. This result also holds for 
the global scale model considered here. Again following 
Mcintosh and Bennett [1984], relative errors from the 
numerical discretization of 3xh should be O(k2Ax2), 
where k - c0(gH)-'/: is the characteristic tidal 
wavelength, and Ax is the numerical grid spacing. For 
our grid the relative error from numerical discretization 
of gradients is negligible in the deep ocean (--10 -4 ) but 
significant on the continental shelf (where k -• = 200 km 

and the relative error is = 0.15). However, smaller spatial 
scales may be introduced into the tidal fields by rough- 
ness in H(x) or coastal boundaries. Perhaps most seri- 
ously there are significant subgrid scale variations in 
topography (e.g., small islands and seamounts) which 
lead to scattering and dissipation unaccounted in the 
discretized LTEs. 

To examine this possibility more closely, we used the 
5'x5' gridded values from the ETOPO5 database to com- 
pute Havg and H min, which are the average and minimum 
depths in each cell in the 512x256 grid, respectively. In 
our discrete numerical approximation of the LTEs we of 
course use H avg to approximate H(x). Over most of the 
ocean HminZHavg. However, there are numerous grid 
cells, particularly along volcanic arcs and hot spot tracks, 
where H min<<Havg. Here there are clearly significant 
subgrid scale topographic features which are completely 
ignored in our numerical treatment. To approximately 
allow for these effects in our estimate of the dynamical 
error variance, we modified (44) slightly, replacing H(x) 
by H mi n. Note that we apply this modification only to 
our estimate of dynamical error variance and not to t.he 
definition of the dissipation parameter r. With this 
approximation we effectively assume 100% errors in the 
dynamics, for all grid cells for which any part of the 
bathymetry (at the =10 km scale of ETOPO5 ) is shallow 
(i.e., 200 m or less). 

The error in the momentum balance equations due to 
our approximate treatment of tidal loading and ocean 
self-attraction is 

$f [• = gH3x[G*h - •h ] . (45) 

The magnitude of $f[• can be estimated using the tidal 
loading calculations reported by Francis and Mazzega 
[1990]. For the M2 constituent of the the SCH80 model, 
they find that G*h -[5h (with [• = 0.9) is generally very 
small (a few millimeters at most), except near the coast 
where amplitudes can reach several centimeters [Francis 
and Mazzega, 1990; Figure 7a]. Gradients of G*h -[•h 
are significant only in the direction normal to the coast. 
Typical values for these normal gradients near the coast 
are of the order of 1-2 cm per several hundred kilome- 
ters. If we use this estimate with H -- 1000m in (45) we 
then have 

Var($f[9 = 1-5x10-7m 4 s-4 <<l c0u[ 2 
=10-4-10 -6 m 4 s-4. (46) 

Thus •Sf• is negligible except perhaps for the normal 
component of momentum balance within a few hundred 
kilometers of the coast. Even here, •Sf[• will generally 
be much smaller than •Sf •. 

Finally, errors in the bathymetry AH result in errors in 
the momentum equation of the form 

•Sft•: [•g AH 3x h . (47) 

Using a prior estimate of h, Var(•Sft•) can be estimated 
as a function of position if we have an estimate of typi- 
cal scales of the bathymetry errors AH. Based on a 
comparison of ETOPO5 with more recent detailed com- 
pilations of data in the north Pacific [Youtsey, 1993; 
Smith, 1993], we estimate that the relative errors in the 
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ETOPO5 data base are of the order of 5% in the deep 
ocean, and approximately 10 m in water shallower than 
200 m. Over much of the ocean/SfH is roughly an order 
of magnitude smaller than /Sf,:. However, along the 
edges of the ocean basins where tidal gradients are large, 
amplitudes of these two sources of error can be compar- 
able. 

The considerations of the preceding paragraphs pro- 
vide rough estimates of typical amplitudes of possible 
sources of dynamical errors. These estimates depend on 
x through H, u, v, •xh and •yh, which can be 
estimated directly from a prior tidal model (e.g., 
u0 = S-•f0). In fact, these fields are comparatively rough, 
and exhibit many small-scale features which may be 
spurious. To avoid reinforcing these features (indirectly, 
through the covariance) in the inverse solution, we 
smooth the spatial dependence of the estimated error 
variances as we construct the dynamical error variances 
c•u(x) and C•v(X). After computing an inverse solution, 
variance estimates can be refined using improved esti- 
mates of u, v, •}x h, and •}yh. We applied this bootstrap 
approach (using results from the 80-site pelagic data 
inversion discussed below) to compute estimates of 
c•j(x), j = 1, 2 (see Figure 4). Combined with the spa- 
tial correlation of Figure 3, these variances define the 
dynamical error covariance Ci which we use for all 
further inverse calculations discussed in this paper. 

Boundary Condition Covariances Cc and Co 

The error •Sf a.u in the rigid boundary condition at the 
coast represents flow across the discrete numerical boun- 
dary, which does not generally coincide with the actual 
coast. Consider a Ax xAy cell in the C grid adjacent to a 
coast running north-south. One side of the cell 
corresponds to the numerical boundary, where the 
volume flux is taken to be zero. The total flux across the 

opposite side is u Ay. Adopting a simple model, where 

the true coast (where the volume flux really is zero) is 
displaced a random distance between -Ax/2 and Ax/2 
from the numerical coast, and assuming that u varies 
linearly across the grid cell, leads to the estimate 

Var(/Sfay•.u) - 0.10 x Ay21 fi-ul 2. (48) 
Assuming further that adjacent to the coast the continuity 
equation is dominated by the:across-shore divergence, we 
can express the normal velocity component in (48) in 
terms of h and the grid spacing Ax: 

fi-u - i c0h Ax. (49) 

Thus we have the estimate 

Var(/Sfaya. u) - 0.10 x Ay20)2•c2h2 . (50) 
Again we can use a prior, or refined, estimate of tidal 
elevations to compute a spatially varying estimate of the 
coastal boundary condition error variance. Note that the 
variance of (50) depends on the grid spacing, consistent 
with our assumption that the primary source of error ori- 
ginates with the discrete numerical grid. Note also that 
this sort of discretization error will result in errors in the 

boundary conditions which are at least approximately 
uncorrelated between distinct nodes in the numerical 

boundary. We thus take the rigid boundary condition 
error to be a white noise process, with "variance" (or 
spectral density) 0.10 x Ay 0)2Ax2h2, consistent with the 
estimate (for variance of volume flux across the numeri- 
cal boundary segment) given in (48). 

With the assumption of a non-zero covariance for 
errors in the no-flow boundary condition at the coast, we 
allow a periodic variation of the total mass inside the 
modeled domain. Thus our inverse solution will not 

generally conserve mass exactly. It is possible that for 
some applications in geophysics or oceanography (e.g., 
studies of crustal deformation by tidal loading, or tidally 
induced variations in Earth rotation) this may present 
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Figure 4. Spatial pattern of dynamical error variance for the zonal momentum balance. The estimates 
are computed by combining the estimates given in the text with prior estimates of tidal elevations and 
transports. Units are m n s -•. Note that the contours are evenly spaced on a logarithmic scale. 
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some difficulties If exact mass conservation were 

deemed necessary, this could be guaranteed by simply 
setting the rigid boundary covariance Cc to zero, since 
we have already assumed that the continuity equation is 
a hard constraint. However, for many other purposes, 
including deriding of altimetry data, global conservation 
of mass is of no importance. Indeed, for these applica- 
tions exactly enforcing the boundary conditions at the 
numerical boundary may seriously degrade the solution 
near the coast. Consistent with our general philosophy 
that the magnitude of the errors in the dynamics, as 
numerically modeled, should be used to determine 
optimal weights, we thus adopt (50) for the rigid boun- 
dary condition error covariance. 

For the open boundary conditions we use the SCH80 
models. Based on the comparison to ground truth data 

given by CR, we estimate that the error in the complex 
tidal constants for the M2 constituent of this model has 
an amplitude of 6 cm, about 15% of the global RMS 
amplitude for this constituent (40 cm). We use this esti- 
mate of relative error (i.e., 15%), together with the RMS 
amplitude of the sea surface elevation in the SCH80 
model along the open northern boundary, to estimate 
open boundary condition error variances for each consti- 
tuent. Here we take the decorrelation length scale for 
the open boundary errors to be 5 ø , as for the dynamical 
errors. 

An Example: Inversion of 80 Pelagic Tide Gauges 

We illustrate the approach outlined above with a mod- 
est example: inversion of complex tidal constants for 
four constituents M2, S2, Kl, and O1, from the 80 open- 
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Plate 1. Examples of representers rk for the M2 constituent measured by tide gauges (a) in the central 
Pacific and (b) the North Atlantic. Amplitudes of the complex elevation component (h) are indicated by 
the color filled contours, and phase isolines are dashed, except for the line of zero phase. The locations 
of the measurement points xk are marked by the black asterisks. Note that each r• is a field of complex 
triples, with transport components in addition to the plotted sea level. The representers are broadly 
peaked in the vicinity of (but not exactly at) the observation points and have large amplitudes 
throughout the basin. Note also that r• is real at x•, consistent with the Hermitian property of the 
representer matrix. 
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ocean locations of Figure 1 (either pelagic gauges or 
gauges on small islands [Ray, 1993]). This data set is a 
slightly expanded version of the ground truth data used 
for comparing tidal models in CR. For now we treat 
each constituent separately and solve four separate 
inverse problems. The 80 representers for each consti- 
tuent were computed as outlined above on a 256x128 
numerical grid. Examples of the h component of these 
representers are given in Plate 1 for tide gauges at two 
sites. The representers are broadly peaked in the vicinity 
of the tide gauge location, but vary smoothly and have 
large amplitudes over an entire ocean basin. Note that 
each representer is a complex vector field with transport 
components ru and rv in addition to the elevation com- 
ponent rh plotted in Plate 1. 

Singular Value Decomposition 
of the Representer Matrix 

In the absence of measurement noise (Co = 0), the glo- 
bal minimizer of the penalty functional is the linear com- 
bination of the prior model and the representers 
fi(x) = u0 + •bkrk for which the tide gauge data are 
exactly fit. In terms of the K xK representer matrix R 
and the representer coefficients b, this condition is 

Rb = d - L [Uo]. (51) 

As the representers are dominated by smooth, basin-scale 
features, we expect the representers from nearby tide 
gauges to be grossly similar, so that this system of equa- 
tions will be ill-conditioned. To explore this issue, and 
to fit the data in a stable fashion, we compute the singu- 
lar value decomposition (SVD) of the Hermitian 
positive-definite representer matrix, R =VAV*. Here V 
is the unitary matrix of eigenvectors of R, and A is the 
real diagonal matrix of eigenvalues (%1>L2>. ß - >•:), 
plotted for the M 2 and K1 constituents in Figure 5. The 
stability of the solution to the system (51) is determined 
by the spread of these eigenvalues. Even for the small- 
scale problem considered here, the inversion is 
moderately unstable. Exactly fitting the pelagic data 
(which are certainly contaminated by some noise) would 
thus be ill-advised. 

The matrix R may be shown [Bennett, 1992] to be the 
covariance of L[uzme-U0] ( = d- L[Uo] in the absence 
of measurement errors). Thus R tells us how the dynam- 
ical errors affect deviations of observations from the 

predictions of the prior model. The SVD can be viewed 
as a rotation of the data vectors and the measurement 
functionals 

d' k = ZVk'kdk' L' k = ZVk, k L k, (52) 

into a coordinate system for which R becomes a diago- 
nal matrix (A). The eigenvalues %k give the variance of 

the rotated datum d'k = •vk,kdk, (due to dynamical 
k' 

error). Allowing for measurement errors, with Cc = c•2I 
for simplicity, the total variance (dynamical error plus 
measurement errors) of the rotated datum d'• is 

Var(d'k) = {j2 + •'k (53) 

Obviously, if C•2>>•k, d'• is dominated by noise and 
offers little information about the tides. Using the SVD, 
a straightforward calculation [e.g., Parker, 1975; Bennett, 
1992] shows that the inverse solution may be expressed 
as 

K d 'k 
fi(x) = u0(x) + • +•2 r'• (x) (54) k=l •'k 

where 

r'k(X ) ---- ZVk*,krk,(X) (55) 
k' 

are the representers of the rotated data functionals L'•, 
or "array modes" [Bennett, 1985]. 

The fitted data can also be expressed conveniently in 
this coordinate system as 

d k = L' k [fi] = L' k [Uo] + Xk d' k (56) 
•'k 

Thus if %k<<•2 the rotated datum d'• is essentially 
ignored. This means [e.g., Parker, 1975] that provided 
%• <<c• 2 for k >K', the summation of (54) can be truncated 
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Figure 5. Ordered eigenvalues of representer matrices for the 80-site pelagic tide gauge inversion: (a) 
M2; (b) K,. Eigenvalues can be interpreted as predicted variances (due to dynamical errors) of linear 
combinations of the observable data. The eigenvalue spectra decay rapidly, indicating that most of the 
tidal signal can be explained by a small number of array modes. 
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Table 1. Model Misfits and Prediction Errors 

Me S2 K• O• 

Misfit Uo (256x128 grid) 15.60 6.57 4.77 3.94 
Misfit Uo (512x256 grid) 13.80 5.88 3.95 3.30 
Misfit u 1.97 1.07 0.65 0.72 
RMSPE u 4.45 2,09 1.72 1.71 
c• 2.45 1.00 0.67 0.89 

Summary of RMS misfits and prediction errors for 80-site 
pelagic tide gauge data set. RMS misfits (of real and imaginary 
parts separately) are given in centimeters for prior models u0 
computed on two grids and for the inverse solution u. The last 
two rows give, repsectively, the RMS prediction error estimated 
from the cross validation analysis and the inferred measurement 
error standard deviation (i.e., the value of c• for which RMSPE is 
minimized). 

at K'<K without significantly affecting the fit to the 
data. More precisely, the fraction of the (expected) tidal 
signal variance in the data which may be fit using only 
the first K' of the array modes r'k is 

K' K 

k=l k=l 

The eigenvalue spectra of Figure 5 fall off rapidly, sug- 
gesting that most of the tidal signal in d- L [u0] can be 
fit with a small number (=15-20) of the array mode basis 
functions. The representer formulation allows us to res- 
trict our search for the inverse solution to a space of 
finite dimension K, by discarding the infinite dimen- 
sional null space of the data functionals [e.g., Bennett, 
1992]. The SVD effectively allows us to reduce further 
the dimension of the space of resolvable parameters. For 
the pelagic tide gauge inversion, where K=80, this 
reduction in state space dimension is not particularly 
important. However, for the inversion of crossover data 
considered in the next section this sort of reduction will 
be of critical importance. 

So far our analysis of the tidal inverse problem has not 
used, and indeed does not depend upon, the actual values 
of the observations. The representer matrix depends on 

the dynamics, on the assumed properties of the dynami- 
cal errors, and the locations of the tide gauges. We now 
consider fitting the actual data. For our prior solution u0 
we use the solution of the system (9)-(12) computed 
numerically on a 512x256 grid. The RMS misfits of the 
80 pelagic constants to u0 are summarized in Table 1. 
In Figure 6 we plot the RMS error for the M2 and K• 
constituents as a function of the number K' of array 
modes r'), fit to the data. By fitting the leading 15 array 
modes, the RMS misfits for M2 are reduced from 13.8 
cm to -=4 cm, comparable to RMS misfits to the same 
data set achieved by the SCH80 and CR91 models [Ray, 
1993]. The variance reduction achieved with these 15 
modes is 92%, roughly consistent with (57) and the 
eigenvalue spectra of Figure 5. Results for the principal 
diurnal constituent K• are qualitatively similar, with 
magnitudes of all quantities smaller by a factor of 
roughly 2. 

Cross Validation 

The trade-off between fitting the data and fitting the 
dynamics is controlled by the dynamical and measure- 
ment error covariances Cf and Ce. In fact, our proposed 
model for Cf involves many uncertainties and should be 
viewed as a hypothesis, which may be challenged by the 
data. Measurement errors in the pelagic tidal constants 
are also somewhat difficult to assess. It is thus difficult 
to prescribe a priori a consistent level of fit to the data. 
To explore this issue further we assume C = {j2I and 
consider inverse solutions for a range of g2. As c• 2 
varies, we trade off between fitting the data and satisfy- 
ing the dynamics. For c•2= 0, the data are fit exactly, 
while for {j2 = o% the data are ignored and the dynamics 
are exactly satisfied (so fi = u0). To choose a reasonable 
value of c• 2 we use cross validation (CV [e.g., Wahba, 
1990]) to assess the ability of the inverse solution to 
smooth between the available tide gauges (as a function 
of the assumed c•2). In its conceptually simplest form 
this is accomplished by estimating the RMS prediction 
error (RMSPE, the RMS error in predicting data for one 
additional tide gauge) by repeating the inverse calcula- 
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Figure 6. Residual RMS error for (a) M2, and (b) K t constituents as a function of the number K' of 
array modes fit to the data. For M2, fitting 15 array modes reduces the RMS misfit to =4 cm; this 
corresponds to a 92% reduction in variance. Similar reductions of misfit (from 4 cm to 1 cm, a 95% 
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Figure 7. Estimated RMS prediction error computed by cross validation for (a) Me and (b) K• consti- 
tuents as a function of the assumed measurement error variance o e. The value of o e for computation of 
the inverse solution is chosen to be the largest value of o e for which the broad minimum RMSPE is 
achieved (6x10 -4 m e, 5x10 -5 m e for Me and K•, respectively). Note that the minimum RMSPE for the 
two constituents (4.45 and 1.72 cm) and the inferred measurement error standard deviations (2.5 and 0.7 
cm) do not agree exactly due to inadequacies in our specification of the dynamical error covariances. 
These results suggest that the dynamical error variances are somewhat larger than we have assumed. 

tion K times, omitting each data point in turn and com- 
puting 

K 2]V2 RMSPE(cr2) = [K-l•ldt -Lt[a(t)(o2)l . (58) 
k=l 

Here •(t)(o 2) is the inverse solution of (25)-(26) calcu- 
lated (under the assumption Cs = c•2I) with the k th 
datum omitted. For M 2, as c• 2 is reduced from 1 m 2 to 
=10-3m 2, RMSPE is reduced from a maximum of 13.8 
cm (the prior RMS misfit) to a minimum of =4.0 cm 
(Figure 7). Further decreases of c• 2 result in small 
increases in RMSPE. There are several points worth 
noting here. First, the CV analysis implies that models 
based on interpolation of these 80 tide gauges will be at 
best accurate to =4 cm (for M2) in the open ocean, where 
almost all of the 80 gauges are located; the reliability of 
the model is probably much poorer on the shelves. This 
does not necessarily mean that the errors in the tidal con- 
sants are actually this large - only that the predictability 
of the tide from nearby gauges and the simplified hydro- 
dynamics assumed here is limited to 4 cm. With a 
denser set of tide gauges a smaller minimum RMSPE 
might be achievable. 

To optimize the predictive power of the inverse solu- 
tion, we should choose o 2 as the argument which minim- 
izes the prediction error estimates plotted in Figure 7. 
To compute the final inverse solution for each of the 
four constituents, we thus use the largest value of c• 2 for 
which the broad minimum in RMSPE is achieved. For 
all constituents the estimates of measurement error vari- 

ances obtained by this cross validation approach (see 
Table 1) are smaller than the estimated prediction errors. 
For instance, for M2 the optimal value of c• 2 (6x10 -4) 
corresponds to a measurement error standard deviation of 
c• = 2.4 cm, while the RMSPE is =4 cm. The cross- 
validation analysis is only sensitive to the relative ampli- 
tudes of dynamical and measurement errors: doubling the 
dynamical error variances would lead to a doubling of 
the optimal measurement error variance. To make o 

agree with the estimated RMSPE, we would have to 
increase the magnitude of the dynamical error variances. 
The inconsistency between RMSPE and the inferred 
measurement error variances thus suggests that the 
dynamical error variances may be somewhat larger than 
our analysis of the dynamical errors suggests. 

Calculation of the Inverse Solution on a Refined Grid 

Once the representer coefficients have been determined 
by solving (25), the inverse solution can be constructed 
by directly computing the sum of representer fields (24) 
at each point on the numerical grid. With this approach 
the resolution of our final model would be limited by the 
grid used for the representer calculation (256x128 for the 
example discussed here). This limitation can be over- 
come with a slightly different approach. 

The inverse solution has the form 
= Uo + •.,bk rk, where each rn satisfies 

Sr k = Cf qk Stqk = A k (59) 
and A• = (0, 0,/5(x-x•)) r represents a unit magnitude 
impulse forcing of the elevation component at x•. But 
then, by linearity,/Su must satisfy 

SSu = ½.r q Stq = •J:,•,A,. (60) 

Thus /Su may be computed by repeating the representer 
calculation once more with the backward system forced 
by the scaled comb of delta functions •,bk Ak. 

There is nothing to stop us from doing this final step 
on a grid finer than that used for the representer calcula- 
tion (e.g., on the 512x256 grid used for the prior model 
calculation). This would yield the fine-grid representers 
r• with "coarse-grid" coefficients b•. However there is 
no guarantee that the result will really minimize the 
fine-grid discrete version of the penalty functional. 
Indeed, an inverse solution computed in this way may 
not even fit the data adequately. However, as we now 
show, it is possible to refine iteratively the fine-grid 
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inverse solution until the true (fine grid) minimizer of 
(21) is found. 

Assume that there are two numerical grids, a coarse 
one on which the representer matrix R has been com- 
puted, and a finer grid on which the prior model and 
final inverse solution are to be calculated. Let RF be the 
representer matrix which would be calculated on the fine 
grid. We would like to find the solution to 

(RF + COb = d-L [u0] ß (61) 

Notice that while we do not compute the full matrix Rr 
we can evaluate Rra for any complex vector a. To do 
this, we solve the coupled system (60) on the fine grid, 
with the backward system forced by •akAk. Let •Sh (x) 
be the elevation component of the resulting solution •Su. 
Then it is readily verified that 

•Sh (xk) = L• [•Su] = (Rra)• . (62) 

Thus we can compute (Rr + Ce)a by doing the 
equivalent of one representer calculation on the fine grid, 
evaluating the solution at the measurement points x•, and 
adding Cea to the result. This calculation is exactly 
what is needed to solve the Hermitian system (61) itera- 
tively using a conjugate gradient approach [e.g., Press et 
al., 1986], without actually calculating all of RF. The 
convergence of such a scheme, while guaranteed, will 
generally be very slow if Rr + Ce is poorly conditioned. 
However, we can use the coarse-grid representer matrix 
to calculate a very good initial estimate of the fine grid 
representer coefficients b, and to improve the condition- 
ing of the linear system. Specifically, letting 
R + Ce = UAU*. We replace (61) by 

A-'AU * (R• + COUA-•/•b ' = A-•/•U * (d-L [Uo]) 
b'= A'/•U* b. (63) 

If Rr = R, which should hold as long as the initial grid 
is not too coarse, the matrix on the left-hand side of (63) 
will be very nearly the identity, and convergence of the 
conjugate gradient algorithm will be rapid. For our 80 
tide gauge inversion example, the conjugate gradient 
scheme converged, with a relative error 

II(RF + COb-(d-L[uo])ll/lld-L [u0111 < 0.001, 

in only six steps. 
The final result of this iterative scheme is an inverse 

solution, on a 512x256 grid, for each of the four consti- 
tuents (M:, S:, K•, O•). Misfit statistics for these models 
are summarized in Table 1. Amplitude and phase of the 
sea surface elevation for the inverse solution fi are given 
in Plate 2 for the K• constituent, with the prior solution 
h0(x), and SCH80 presented for comparison. While 
qualitatively similar to SCH80, the inverse solution is 
noticeably smoother. For the other three constituents the 
inverse solutions are very similar to, but smoother than, 
the corresponding SCH80 tides. 

4. Direct Inversion of Altimetry 
Crossover Differences 

We are now ready to consider direct inversion of the 
T/P crossover difference data. To do this we must work 

with all L constituents simultaneously. We thus return 

to the notation used in our initial definition of the state 

space (equation (1)), which combines the complex three- 
dimensional vector fields for single constituents (e.g., 
tidal elevation and transport fields, representers, dynami- 
cal errors)into 3L-dimensional complex vector fields. 
At the end of this section we apply the methods 
developed in this paper to crossover differences from 
M=38 orbit cycles of TOPEX data. 

Representers for Multiple Constituents 

In the previous section we calculated the representers 
for evaluation of a single constituent I at xi. The 
assumption that dynamical errors were not correlated 
between constituents was implicit in this calculation. In 
fact, tidal elevations and transports vary smoothly with 
forcing frequency, and it seems more reasonable to 
assume that forcing errors will also, since they represent 
inadequacies in parameterizations of dissipation and tidal 
loading, and in numerical approximations of the equa- 
tions. This expectation is confirmed by results from our 
inversion of the 80 pelagic sites. We estimated the 
correlation between dynamical errors for pairs of consti- 
tuents, by averaging cross products of the estimated 
errors (i.e., ½f•l from (60)) over the ocean (Table 2). 
These globally averaged sample correlations are high for 
constituents all of the same species (i.e., both diurnal or 
both semidiurnal), and close to zero for constituents of 
different species. To capture this interconstituent corre- 
lation in a simple manner we extend the single- 
constituent dynamical error covariance model of (42) to 

Cov[fJ(x), f],'(x')] = 15ffoJ(x)oJ:(x')•(•,)ptr. (64) 
Here Ptr is the (globally averaged) correlation between 
forcing errors for constituents I and l', which is assumed 
to be the same for all components j (i.e., u, v, h). For 
our initial application of the four-constituent model to 
the T/P crossover data we use the simplified correlation 
model given in parentheses in Table 2. 

This more complex dynamical error covariance forces 
us to treat all constituents simultaneously. The 
representer calculation is now slightly more complicated 
even for harmonically analyzed data. We partition the 
full covariance operator, and the forcing error vectors for 
the L constituents, respectively, as 

•fl 
o 

•Sf = , (65) 

La:j ß o ß 

so that the covariance between different constituent error 
vectors is 

Cov[af, af = (66) 

Note that covariances for boundary conditions, for which 
we assume the same interconstituent correlation, are 
implicitly included in the appropriate blocks of the parti- 
tioned covariance operator of (65). 

Next, we formally define for 1 < l, l' _< L, 1 < i _< I 

pitt, = Si-I C•rS?tAi , (67) 
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Plate 2. Global models for sea surface elevation h(x) for the K• tidal constituent. (a) prior model Uo; (b) 
inverse solution u for the 80 pelagic tide gauges of Figure 1, and (c) SCH80. Phase isolines are plotted 
in white over color filled contours of amplitude. Contour interval is 5 cm for amplitude, 30 ø for phase. 
Adding data from the 80 tide gauges makes the prior model much more like the SCH80 solution. Note 
that while grossly similar to SCH80 the inversion result is noticeably smoother. 
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Table 2. Interconstituent Dynamical Error Correlation 

M•_ S•_ KI O1 

M2 1.00+O.00i (0.71+0.37i) (O.00+O.00i) (O.00+O.00i) 
S•_ 0.71-0.37i 1.00+O.00i (O.00+O.00i) (O.00+O.00i) 
K 1 0.10+0.14i 0.04+0.09i 1.00+0.00i (0.56-0.36i) 
O1 0.09+0.14i 0.07+0.17i 0.56+0.36i 1.00+0.00i 

Interconstituent correlation for dynamical errors estimated 
from 80-site pelagic tide gauge data set. Actual sample correla- 
tions, computed by averaging interconstituent cross products of 
the estimated dynamical errors over the ocean, are given below 
the diagonal. The complex correlation matrix is Hermitian. The 
entries above the diagonal (in parentheses) give the simplified 
correlation structure used for the full multiple constituent 
dyanamical error covariance. 

where A i is an impulsive forcing at x i . Recall that A i is 
a field of complex triples, while St, CJJ' and S[ are com- 
plex 3x3 matrix operators. The actual calculation of p/•, 
proceeds almost exactly as described in the previous sec- 
tion for the single-constituent representers. Indeed, the 
single-constituent representers are just a special case of 
the fields defined in (67) with I = l'. For the more gen- 
eral case with l ,e l', different frequencies are used for 
time-stepping the forward (c01) and backward (col')equa- 
tions, and the off-diagonal covariance C« r is used for 
smoothing the backward solution q (see Appendix C). 
For the general case, where we allow for correlated 
dynamical errors, the representer field (with respect to 
the state space • of 3L-dimensional complex fields) for 
the evaluation functional for constituent l at xi can now 
be given as 

. 

Pit = ß (68) 

l•i/•J 
The full complex, IL xlL representer matrix for L con- 

stituents of harmonically analyzed data at the I crossover 
points is then 

Pll ß - ß Pit 

ß . 

P = . . (69) 
ß 

[PIl . . . 

where pilr r is just the elevation component of pitt 
evaluated at x i . Recall that the elevation impulse is at 
frequency col' at point xi,, while the measurement is 
taken at frequency cOl at point xi. The generalized L 
constituent representers of (68) are the building blocks 
from which we can construct representer fields for time 
domain data, such as the T/P crossover differences. 

Representers for Time Domain Data 

Our goal is to invert altimetry differences from I 
crossover points, each sampled during some or all of M 
orbit cycles (see Figure 2). As above, the total number 
of data points will be denoted by K < IM (in general, 

some data will be discarded or missing). However, for 
most purposes it will be more convenient to use the dou- 
ble subscript im to refer to individual crossover 
differences. Thus crossover differences, which are 
related to the unknown complex tidal amplitudes for L 
constituents through (6), are denoted explicitly as dim. 

The functional Lim (defined implicitly in (6)) which 
relates the time domain datum dim and the complex tidal 
state u • q: is not strictly linear. Consider the real- 
valued functional Lim' mim [c u] :/: cmim [u] for all complex 
constants c. Of course, (6) is linear in the real and ima- 
ginary parts of u. To make the time domain data func- 
tionals linear, it is necessary to treat the tidal state (and 
representers, dynamical errors, etc.) as real 6L- 
dimensional vector fields in the real Hilbert space qJR- 
This presents us with only minor technical complications, 
which we do not wish to dwell on. However, there is a 
close connection between the complex representers for 
evaluation of a single constituent, and the real 
representers for time domain data. To allow us to give 
these relationships correctly and succinctly in the fol- 
lowing discussion, some additional notation is necessary. 
For any complex n-dimensional vector field v, we denote 
by • the real 2n-dimensional vector constructed by inter- 
lacing the real and imaginary pans of the components of 
v. Similarly, given an N xM complex matrix X we can 
construct a 2Nx2M real matrix X, by interlacing the real 
and imaginary parts in both the rows and the columns, as 
discussed in Appendix D. Representers and matrices 
needed for inversion of time domain data are essentially 
linear combinations of the the corresponding frequency 
domain quantifies given above. The basic idea behind 
these calculations can be readily understood without 
reference to the exact nature of the correspondence 
between real and complex vectors and matrices. The 
reader who is interested in a more precise treatment of 
these technical details is referred to Appendix D. 

Using this notation, a simple calculation (see Appen- 
dix D) shows that the representer for the crossover 
difference linear function Lim is the real field r-im(X) 
where 

_ 

L 

•]ai•nl'Pi•' 
/'=1 

ß 

rim = . . (70) 
ß 

L 

•aiml'Pil L' 
l'=l 

The representer matrix for the crossover differences can 
be expressed in terms of the representer matrix P of (70). 
The elements of R are given by 

L 

R (im)(i'm') --' E Re[aiml ai'mT pili 'l'] . (71) 
l ,l' =1 

The relationship between R and P can also be given in 
matrix notation. Let A be the K x2IL real matrix with 
columns indexed by the pair (im)=(crossover point, orbit 
cycle), and rows by the triple (ji'l)= (real or imaginary 
part, crossover point, constituent) 
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A (im)(ji'l) = •ii' Re airnl 

A (im)(ji'l ) = --•ii' Im aim I 

j=l 

j = 2 (72) 

Then, (71)can be written 

R = A•A r . (73) 

In a sense, (72) provides a neat division between the spa- 
tial and temporal aspects of the crossover data. Spatial 
aspects (locations of crossover points, spatial structure 
implied by the dynamics) are encoded in P, temporal 
aspects (times of the orbit crossings) are in A. P can be 
calculated once and for all, independent of the ultimate 
number of orbit cycles. A, on the other hand, grows in 
size as the number of orbit cycles (M) grows. 

Since the crossover representers are all linear combi- 
nations of the IL complex fields Pit(X), the crossover 
difference inverse solution (which will be a linear combi- 
nation of the crossover representers and the prior solu- 
tion) must be of the form 

I L 

fi = U 0 + •bil ril . (74) 
i=1/=1 

The inverse solution is thus completely characterized by 
the K' = 21L real numbers in the complex coefficient 
vector b (K'--8x10 4 for a model with eight consti- 
tuents). The total number of crossover differences from 
all orbit cycles expected during the T/P mission 
(M -- 100 or more) will be considerably larger 
(K -IM = =5x105). Thus (as can already be seen from 
(73)) the real K xK crossover difference data representer 
matrix R defined in (71) cannot be of full rank. Some 
minor modifications to the general inversion theory out- 
lined in section 2 are required to treat this case. 

The situation is simplest if the measurement error 
covariance is "white" and isotropic (Ce = o2I). In theory 
we may always transform the data vector d --> cfl/2d and 
the matrix A--> C•-'AA so that this is so [e.g., Parker, 
1975]. However, for the crossover inversion, K will be 
too large for this to be feasible unless the form of Ce is 
restricted to some degree. Fortunately, crossover 
differences are probably at least approximately uncorre- 
lated between distinct orbit cycles. Any long-period sig- 
nals or noise in the altimetric data will be strongly 
attenuated in the differences (typically separated in time 
by =3-7 days) of ascending and descending orbits. With 
this assumption, Ce is block diagonal, with blocks no 
larger than the number of crossover data in a single orbit 
cycle (--5000). For the initial crossover inversion results 
presented here, we will assume a very simple diagonal 
form for Ce, with constant measurement error variance. 
In future we intend to refine our treatment of the meas- 
urement error covariance, allowing for spatial variability 
of oceanographic signal, and for correlation due to orbit 
errors, but retaining the assumption of independence 
between orbit cycles. For now, assume we have reduced 
to the simple case Ce = o2[ 

We can express the penalty functional directly in 
terms of the real coefficient vector b as 

J [•,d] = o-2(d-[L [•0] + A•]) r (d-[L [-u0] + APb]) 
+ b'V'Pb. (75) 

Let A = QU be the Q-R decomposition of A into the 
product of a K xK' orthonormal matrix Q, and a K' xK' 
upper triangular matrix U. Note that QQr is a matrix 
which projects orthonormally onto the span of the 
columns of A, that is, onto the K' dimensional subspace 
of the data space which can be fit by any L constituent 
tidal state. The part of the crossover data in the orthogo- 
nal complement of this space, namely (d- QQrd), is 
unaffected by any possible changes in tidal state. Note 
that A depends only on the crossover times. As a conse- 
quence QQrd (which is closely related to a harmonic 
analysis of the differences at each crossover point into L 
constituents) is completely independent of our hydro- 
dynamic assumptions. Thus M•i n = IId-QQrdll 2 is the 
minimum achievable total squared data misfit for any 
tidal state. Let 

d' = QT (d-L [Flo] ) •' = u-T• 

R'= U•U r . (76) 

Substituting QU = A into (75) and using (76) to sim- 
plify, we find 

J [b,d] = (77) 

0 -2 [Mm2in + (d'-R'•') r(d'-R'•')] + •'rR'•', 
which is minimized for the coefficient vector 

• = U r (R' + o21)-•d ' . (78) 

By taking linear combinations of the crossover 
differences, we have reduced the inverse problem to the 
standard form treated in previous sections. In the pro- 
cess the vector of all crossover differences d of dimen- 
sion K has been reduced to a data vector d' of 

significantly lower dimension K' = 21L, for which the 
corresponding data functionals and representers are 
linearly independent. The matrix R' defined in (76) is 
just the representer matrix for this reduced data set. All 
of the analysis and formulae discussed in previous sec- 
tions (cross validation, iterative refinement of the inverse 
solution on a finer grid) are thus directly applicable. 

Practical Strategies for Large Data Sets 

In theory, (76) and (77) provide a complete solution to 
the inverse problem for crossover differences. Unfor- 
tunately, R' is still too large for a direct application of 
these equations to be practical. Simply storing R' for the 
T/P crossover differences would require of the order of 
2.5x10 •ø bytes (25 Gb) of computer memory. More seri- 
ously, calculation of all elements of the matrix P 
requires solving the full (multiple-constituent) forward 
and backward systems IL times each. Even with a 
supercomputer, such as the CM-200 used for this project, 
computing representers at all crossover points is not 
really practical. 

In fact, it seems a priori unlikely that the calculation 
of representers at each and every crossover point is truly 
necessary. As discussed above, and illustrated in Plate 1, 
the representers are dominated by basin-scale features 
which are generally very similar for nearby measurement 
functionals. The redundancy of representers for the tidal 
inverse problem is clearly illustrated by the SVD 
analysis of the pelagic tide gauge representer matrix. 
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The globally distributed set of 80 harmonic constants 
could be fit quite well (e.g., 92% of the variance 
explained for M2) using only the dominant 15 array 
modes. In a very real sense, the full set of representers 
is not necessary for a reasonable solution to the inverse 
problem. 

Parker and Shure [1982] suggested a general approach 
to reducing the size of an ill-conditioned inverse problem 
such as this. The idea is to solve a slightly modified 
problem, in which the minimizer of the penalty func- 
tional is sought in a restricted subspace of the full 
representer span. For the generic inverse problem, we 
seek fi which minimizes J over 

u(x) = b n r', (x (79) 

where the functions r' n , 1 _< n <_ N are linear combina- 
tions of the full set of representers r k, 1 < k < K 

K 

r'• = •v•t,r•, , (80) 
k=l 

and N << K. If the subspace defined by the linear com- 
binations of (80) is carefully chosen, the result should be 
a good approximation to the full inverse solution. For 
instance, we could choose the v,:• as in (55) (i.e., from 
the elements of the dominant eigenvectors of R), so that 
the basis functions r'• are just the array modes. As dis- 
cussed above, the expansion of the inverse solution in 
array modes may be truncated without significantly 
affecting the final result (see (54)-(57)). A key idea of 
Parker and Shure [1982] is that there are often simpler 
ways to achieve this reduction in the effective dimension 
of the state space. 

To discuss specifics for the time domain crossover 
difference inversion it is most useful to describe the state 

space, and possible subspace, in terms of the representers 
for harmonically analyzed data (i.e., the complex vector 
fields Pil). Compared to the dense array of crossover 
points (approximately 3-4 degree spacing at middle lati- 
tudes; see Figures 1 and 8), the 80 pelagic tide gauge 
sites are widely spaced. We thus expect a much greater 
degree of redundancy in the full set of representers for 
the crossover data. Calculation of the dominant array 
modes by computing the SVD of P should thus result in 
significant reductions in the practical dimension of the 
state space. However, this approach would still require 
the calculation of all IL representers Pil, and this is not 
practical. A simpler way to reduce the size of the 
inverse problem is to simply omit some of the 
representers, so that v•k =/5• in (80). This is the 
approach taken by Parker and Shure [1982], for inver- 
sion of Magsat data for magnetic fields at the surface of 
the Earth's core. 

As a preliminary reduction of the problem, we first 
winnowed the densely spaced high-latitude crossovers so 
that a minimum spacing of approximately 1 degree in 
latitude was maintained. Crossover points over land, or 
over seas not connected (on our numerical grid) to the 
open ocean were also eliminated from the inversion at 
this stage. This gave us a grid of I = 6355 crossover 
points, (the "full set") for which differences will be fit 
(see Figure 8). From these we then chose an approxi- 
mately uniform subgrid of I' = 986 points (Figure 8), for 
which we calculated representers for evaluation of har- 
monically analyzed constituents (Pi'l ; 1 <_ i' _< I'; 
l_<l_<L). For this calculation we took L to be four 
(i.e., constituents M2, S2, K], O•), and used the intercon- 
stituent dynamical error correlation suggested by Table 2 
(so that cross representers (defined in (67)) between the 
pairs M2, S2 and K•, O• were calculated). Note that we 
assume that the full set of I crossover locations is 
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Figure 8. TOPEX/POSEIDON ocean crossover points used for this studyß Representers were calcu- 
lated only for the winnowed subset of 986 crossover points denoted by the large solid circles. Differ- 
ences from all 6355 crossover points (small dots and large solid circles) were included in the data misfit 
penalty. 
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ordered so that the first F constitute the subgrid used for 
the representer calculation. 

For some purposes it may be useful to further reduce 
the set of FL(= 3944) calculated representers. To dis- 
cuss how this might best be done, it is useful to first par- 
tition the full ILxlL harmonically analyzed complex 
representer matrix P as 

P = P• P = P21 P22 ' (81) 
Here P• contains the first F columns of P, and PI• con- 
tains the first/' rows of P•. Note that from the reduced 
set of calculated representers we can compute P•, but not 
P2. With the inverse solution restricted to the reduced 
set, the predicted data vector L [fi] must be a linear com- 
bination of L [u0], and the columns of P•. By computing 
the SVD of this matrix: P• = YAW*, we effectively find 
the linear combinations of these columns, and the 
corresponding linear combinations of representers 

1' L 

r n = EEWn(il)Pil (82) 
i=1/=1 

which are most efficient at approximating the tidal signal 
in the data (i.e., the part of the signal observable at the 
full set of crossover points). For our problem the 
singular-value spectrum of P• falls off rapidly (Figure 9), 
implying that most of the signal in the crossover 
differences can be explained with a state space of rela- 
tively low dimension (say N = 1000 or less). It thus 
seems reasonable to seek a solution to the inverse 

problem in the space spanned by the reduced set of 
rotated representers r',, n = 1, N which correspond to 
the largest singular values of P•. In terms of the general 
formulation of (80), our two-stage reduction of the state 
space dimension amounts to chosing 

Vn(il ) = Wn(il ) i < I' 

Vn(il ) = 0 i > F , (83) 

for n =I,N; i = 1, I; I =I,L. We use V to denote 
the N xlL matrix of coefficients vn (il). 

For the time-domain crossover data, with states res- 
tricted to the space defined by (80) and (83), the 
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Figure 9. Singular-value spectrum for the rectangular 
matrix P• computed for I' = 986 crossover points, and L = 4 
constituents, with the interconstituent correlation structure 
of Table 2. 

predicted data vector can be expressed in terms of the 
2N-dimensional re__al =vector of representer coefficients b, 
the real matrices V, P, and A, and the prior solution u0 
as 

L [O] = L [u0] + APVb, (84) 

while the dynamical error penalty is 
--T---- 

bV PVb. (85) 

Then, assuming an isotropic data error covariance, and 
proceeding as in (75)-(76) we can reduce the penalty 
functional to the standard form (77). Specifically, we 
first form and Q-R decompose the matrix 

---- •T 

APV[V •1-• = QU. (86) 
As in (76), we set 

d' = Qr (d-L [Uo]) •' = U-r• 
--T 

R': UV F•TI r 2 12 Mmin -- IId-QQrl ß (87) 

Note that by using row update methods for the Q-R 
decomposition [Golub and Van Loan, 1989] the compu- 
tations of (86) and (87) can be efficiently carried out for 
essentially any number of rows in A. Substituting d', b', 
R', and M•in into (84) and (85) and simplifying, it is 
easy to check that the resulting penalty functional J is 
exactly of the form (77). We may thus proceed with cal- 
culation of the inverse solution (including iterative 
refinement of/Su on a finer grid, etc.) exactly as above. 

In summary, we have found linear combinations of the 
crossover differences for which the inverse problem is 
reduced to the "standard form" (i.e., the same number of 
data functionals as representer coefficients). Now, how- 
ever, the dimension of the reduced data vector d' is 
much smaller than the actual number of linearly indepen- 
dent data. This additional reduction is accomplished by 
throwing out the portion of the state space which we 
expect to have only a weak effect on any observable 
data. The reduction is accomplished in two steps. First, 
we winnow the full set of I = 6355 ocean crossovers to 

an evenly spaced set of I' = 986 crossovers, at each of 
which representers for L = 4 constituents are calculated. 
Second, using the SVD of the resulting representer 
matrix we select N=1000 dominant array modes as a 
basis for the subspace in which to seek the inverse solu- 
tion. The full data vector (I crossovers, M orbit cycles) 
and the dynamics are then fit using the 2N degrees of 
freedom selected in these two steps. 

Initial Crossover Inversion Results 

We now give results of an initial application of our 
inversion scheme to T/P data. In many respects the 
results given here are preliminary. Numerous 
refinements are currently underway: increasing L from 4 
to 8, allowing for nonuniform and correlated data errors, 
computing the final solution on an even finer (1024x512) 
grid, and including coastal tide gauges in the inversion. 
For the inversion results discussed here we used TOPEX 

GDR data from orbit cycles 1-40. No data from the 
POSEIDON altimeter were used; in particular, all of 
orbit cycles 20 and 31 were excluded. Before forming 
the crossover differences, standard corrections were 
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applied (solid Earth and pole tide, electromagnetic bias, 
and inverse barometer). As a simple check for large 
outliers, crossover differences were then compared to the 
SCH80 tidal correction on the GDR. Differences which 

deviated from the SCH80 prediction by more than 1.0 m 
were rejected, leaving a total of K = 179,541 data for 
the inversion. After the initial screening, data were 
corrected for long-period constituents M m, Mf, and Ssa 
(which are not included in our inversion) using the stan- 
dard equilibrium forms. The resulting crossover data set 
has an RMS amplitude of 0.4574 m. Subtracting the 
prediction of the prior model (L[u0] where Su0 = f0) 
reduces the RMS crossover difference to 0.2330 m. 

Using the methods given above, we have computed 
inverse solutions for three different array mode trunca- 
tion levels: N = 512, 1024, and 2048. This allows at 
least a partial check on the validity of our rather severe 
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Figure 10. By restricting the final model fit to the dom- 
inant "array modes" we make the computational problem 
more tractable and stablize the inversion. Here we com- 
pare truncation of the =4000 calculated complex 
representers to N=512, 1024, and 2048 array modes, 
resulting in reduced (real Hermitian) representer matrices 
R' (see(87)) of dimension 1024, 2048, and 4096. For these 
three cases we plot (a) eigenvalue spectra and (b) the vari- 
ation in RMS misfit achieved when the assumed value for 
the crossover data error variance (o •-) is varied. In both 
plots the range of plausible values for o 2 is demarked by 
the dashed lines. Comparing the divergence of the three 
.spectra in Figure 10a to the likely range of o 2 suggests that 
•nversion results will be relatively insensitive to the exact 
degree of truncation, beyond =N = 1024. The small change 
in minimum RMS crossover difference achieved by 
increasing N is verified in Figure 10b. Note that the 
minimum misfit is very nearly achieved for a wide range 
of plausible values for 02 . Note also that for our preferred 
values of o 2 of =3x10 -•- m •-, the effective number of param- 
eters fit is approximately 1000. 

state space truncation. Eigenvalue spectra for the 
2Nx2N real reduced representer matrices R' (see (87)) 
are given for these three truncation levels in Figure 10a. 
The three eigenvalue spectra are very similar for the 
largest -400 eigenvalues. Beyond this point the eigen- 
values for N = 256 diverge, and decrease relatively more 
rapidly. The spectra for N = 1024 and N = 2048 remain 
similar up to approximately eigenvalue number 1000 
before a similar divergence is exhibited. As with the 
simpler case of harmonically analyzed data discussed in 
the previous section, eigenvalues )•k << •2, where •2 is 
the "noise" (i.e., nontidal) variance, correspond to linear 
combinations of the data with poor signal-to-noise ratios. 
These data are not important to the inverse solution. To 
assess the significance of the differences in eigenvalue 
spectra seen in Figure 10a, we thus need an estimate of 

The minimum achievable RMS misfit of the crossover 

data for all choices of truncation level is approximately 
0.1 m (0.1055 m for N = 512; 0.1040 m for N = 1024; 
0.1032 m for N = 2048; see Figure 10b). This is con- 
sistent with RMS crossover residuals for T/P data 

obtained with other tidal corrections (e.g., SCH80, 
CR91), [Schrama and Ray, this issue; Ma et al., this 
issue; Le Provost et al., this issue), and suggests 
•2_ 0.01 m 2. This value is supported by. by the 
flattening of the RMS misfit curves near this value (Fig- 
ure 10b), and by cross-validation analysis of the reduced 
data vector and representer matrix. Based on this evi- 
dence (and allowing for possible misspecification of 

1 2 dynamical errors), we take 3x10-3-10 - m- as a reason- 
able range for {•2. The divergence of the eigenvalue 
spectrum for N = 512 occurs at a variance of 
--2x10-•m 2, at least somewhat above the likely range of 
(•2. This implies that truncation at N = 512 array modes 
omits at least some useful signal from the inverse model 
and is thus almost certainly too severe. The divergence 
between the spectra for N = 1024 and N = 2048 occurs 
at a variance of 5x10-3m -2, near the lower end of the 
likely range for •2. This suggests that the difference in 
inverse solutions between these two truncation levels 

should be minimal. This conclusion is supported by the 
relatively small change in minimum achievable RMS 
crossover difference, and by comparison of inversion 
results for the two cases. For further results and com- 

parisons discussed here, we focus on inversions done 
with the truncations set at N = 1024 array modes, and a 
value of {•2= 3x10-2 m. Experiments with other values 
of •2 in the preferred range 3x10-3-10 -1 m -2, show only 
small changes in the RMS crossover residual (Figure 
10b), or in the resulting inverse solutions. 

The actual inverse solution (which we will refer to 
subsequently as TPXO.1) was computed by solving (78) 
iteratively on a 512x256 grid, for the four principal tidal 
constituents M 2, S2, Kl, and Ol. Amplitude and phase 
for the M2 constituent of the inverse solution are given 
in Plate 3. The result is qualitatively very similar to pre- 
viously available tidal models and clearly exhibits the 
well-known dominant features of the M2 tide (e.g., the 
equatorial Pacific 3/2 wave [Platzman et al., 1981]). 
Locations of amphidromes are generally consistent with 
previous empirical determinations. For example, in 
TPXO. 1 the California amphidrome, which is associated 
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with northward propagation of the tide alon•g the west 
coast of North America, is located at 27.7 N 222.2øE. 
This is right in the middle of four previous determina- 
tions of the amphidrome location reviewed by Platzman 
et al. [1981]. TPXO. 1 is very smooth, particularly when 
compared to the purely empirical (and unsmoothed) 
CR91, but also relative to SCH80. Further differences 
between TPXO. 1 and previous proposed models are more 
easily seen in difference plots. 

In Plate 4 we plot amplitudes of differences between 
TPXO.1 and SCH80 for the four constituents. The 

corresponding results for CR91 are given in Plate 5. The 
light grey areas in these plots correspond to areas where 
either SCH80 or CR91 are not defined. In general there 
are large differences between TPXO. 1 and the other 
models around Antarctica. Since there are no T/P data 

to constrain our inverse solution in this area, TPXO. 1 
must be considered suspect in this area. In the future we 
intend to incorporate such tide gauges as are available to 
help constrain our solution here. Note also that the rela- 
tive roughness of CR91 can be clearly seen in the rough 
and "patchy" nature of the the difference amplitudes of 
Plate 5. 

For M2 the biggest difference between TPXO. 1 and 
SCH80 (= 15 cm) is in the North Atlantic between South 
America and Africa (Plate 4). Other large areas with 
significant differences (= 10 cm) are found in the South 
Atlantic, the Eastern Pacific, and over most of the Indian 
Ocean. For CR91 the differences for the M2 constituent 
are generally somewhat smaller (Plate 5). However, 
significant differences (5-10 cm) still occur over much of 
the Indian Ocean, large areas in the South Pacific, and in 
the Atlantic off the coast of Africa. There are also many 
small areas where TPXO. 1 differs from one or both of 

the other models by 20 cm or more. Examples include 
the areas around New Zealand, the Kerguelen Plateau, 
the Patagonian shelf, the North Atlantic near Europe, and 
throughout the Indonesian Archipelago. These are all 
areas where the tides are spatially complex. It is likely 
that all current models have some shortcomings in these 
areas. 

In contrast to M2, for the K1 constituent TPXO. 1 
appears to be in slightly better agreement with SCH80 
(Plate 4) than with CR91 (Plate 5). Differences with 
both models of order 3-5 cm are seen in the North 

Pacific, where diurnal tides are large. For CR91, the 
area of disagreement covers almost the whole of the 
Pacific north of the equator, including areas where diur- 
nal tides are not particularly large. Significant 
differences between CR91 and TPXO. 1 are also seen 

throughout the Southern Ocean and in the South Atlantic. 
Patterns of differences for O1 (Plates 4 and 5) are 
broadly similar to those for K•. 

For S2 (Plates 4 and 5) discrepancies with both models 
are greatest in the Indian Ocean, especially near the 
Somali Current. Other significant differences for the S2 
constituent occur in the equatorial Eastern Pacific and the 
South Atlantic off the coast of South America for 

SCH80, and for CR91 in scattered patches across much 
of the South Pacific. 

Reductions in residual crossover variance achieved by 
TPXO. 1, SCH80, and CR91 are summarized in Table 3. 
Note that only crossovers available for all models 

Table 3. Comparison of Tidal Models: 
T/P Crossovers 

RMS, m Variance, m 2 

Raw Crossovers 0.4524 2.047 x 10 -• 
Prior (Uo) 0.2279 5.192 x 10 -2 
SCH80 0.1199 1.418 x 10 -2 
CR91 0.1120 1.254 x 10 -2 
TPXO. 1 0.1003 1.005 x 10 -2 
TPXO. S2 0.0993 0.986 x 10 -2 
TPXO. S 0.0984 0.968 x 10 -2 

Summary of residual T/P crossover difference RMS and vari- 
ance for mw crossovers and various models. Only crossovers 
available for all models are used for the comparison. Relative to 
SCH80 and CR91, TPXO. 1 achieves variance reductions of 29% 
and 20%, respectively. TPXO.S2 and TPXO. S are variants on the 
inverse solution TPXO. 1. For TPXO. S2 SCH80 was used to 

correct for secondary constituents, and only the four largest con- 
stituents were inverted for. TPXO. S is the inverse solution com- 

puted by inverting for only the four largest constituents, while 
using SCH80 as the prior model. These veraiants provide modest 
reductions in the residual crossover variance. 

(177,939 of the 179,541 data points used for the inver- 
sion) are included in this comparison, so the results are 
slightly different from those quoted above. Relative to 
SCH80 and CR91, TPXO. 1 achieves crossover variance 
reductions of 29% and 20% respectively. The last two 
lines of Table 3 give results for two variants on TPXO. 1. 
TPXO.S is the inverse solution computed using SCH80 
as the prior model u0, and inverting for only the the four 
largest constituents. For TPXO.S2 the prior was taken, 
as for TPXO. 1, to be the solution to the LTEs Su0 = f0. 
However, in this case only the four principal constituents 
were fit in the inversion. Rather than use the admittance 

approach to account for secondary constituents, these 
were now taken directly from SCH80. These variants 
provide modest, but nonnegligible, reductions in the resi- 
dual crossover variance. 

To further validate the inverse solution we compare 
TPXO. 1 to harmonic constants from the pelagic and 
island tide gauges of Figure 1 (i.e., the "ground truth" 
data of Ray [1993]). Note that two sites (IAPSO 1.1.42 
and Campbell Island), which have been identified as 
erroneous (C. Le Provost, personal communication, 
1994), are omitted from this comparison, which is sum- 
marized in Table 4. Relative to CR91, TPXO. 1 
significantly improves the fit to the tide gauges for all 
constituents. Compared to SCH80, TPXO. 1 reduces the 
misfit for all constituents except S2. TPXO.S2 and 
TPXO.S provide even better fits to the validation data 
set, particularly for the semidiurnal species. The 
improvement in fit is particularly noticeable for S2, 
which Table 4 suggests is the most poorly resolved of 
the four constituents in TPXO. 1. ^ more detailed com- 

parison to the pelagic gauges reveals that the largest 
discrepancies for the S2 constituent of TPXO. 1 occur at 
equatorial latitudes. It is possible that we have failed to 
resolve adequately S2 at low latitudes with the inversion 
due to limitations of the within-cycle crossover 
difference data set. An analysis of phase shifts of tidal 
constituents between ascending and descending tracks at 
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Table 4. Comparison of Tidal Models: RMS Misfits to Ground Truth Data 

M2 S2 Ol KI Total 

SCH80 0.0411 0.0186 0.0150 0.0178 0.0508 
CR91 0.0372 0.0263 0.0133 0.0196 0.0496 
TPXO. 1 0.0301 0.0211 0.0123 0.0155 0.04 18 
TPXO. S2 0.0280 0.0188 0.0124 0.0155 0.0392 
TPXO. S 0.0276 0.0161 0.0120 0.0132 0.0366 

RMS misfits for the "ground truth" pelagic tide gauge data set of Ray [ 1993] for SCH80, CR91, and three TPXO 
tidal models (units are meters). TPXO. 1 is the full inverse solution in which all secondary constituents are 
accounted for by interpolation of the four largest constituents. Note that for the TPXO tidal solutions two sites 
(IAPSO 1.1.42 and Campbell Island) which have been identified as erroneous (C. LeProvost, personal communica- 
tion, 1994) have been omitted. 

the crossover points [Schranta and Ray, this issue] shows 
that the S2 signal in the crossovers will generally be very 
weak at low latitudes. Including additional data (e.g., 
between cycle crossovers) may well significantly 
improve the inverse solution. It is also possible that the 
difficulties with S2 lie with the calibration gauges. A 
more careful comparison to other tide gauge data, and to 
tidal models obtained from the T/P data with other 

empirical approaches is warranted. 
Note that while the analysis of Cartwright and Antin 

[1986] suggests the harmonic constants should generally 
have a precision of 1 cm or better, closer examination 
often reveals significantly larger variations in reported 
values from a single gauge [e.g., Ray, 1993]. Indeed, in 
the data set we used, amplitudes were only given to the 
nearest centimeter. Considering that some of the valida- 
tion gauges are on islands where local effects may not be 
negligible, and that pelagic gauges require some assump- 
tions about the water column to convert measured pres- 
sure variations into sea level, it is not at all clear how 
well a reasonable global scale model should fit these 
validation gauges. 

The relatively better fit of TPXO.S2 and TPXO.S to 
both the crossover and the tide gauge validation data 
raises several important issues. While TPXO. 1 is com- 
pletely independent of the tide gauge data, SCH80 is not 
(some of the validation gauges were used as boundary 
conditions for this model). Thus TPXO.S and (to a 
lesser extent) TPXO.S2 are also intertwined with the tide 
gauge validation data set in a manner which is difficult 
to unravel. It is thus not clear that the results of Table 4 
should be taken to mean that TPXO.S is closer to the 

truth than TPXO. 1. After all, directly inverting these 
pelagic gauges resulted in a much better fit than is 
achieved by any of the models of Table 4 (see Table 1). 
Note that this same complication exists for validating 
and comparing other tidal models estimated as correc- 
tions to SCH80 [e.g., Schrama and Ray, this issue]. 

Interpretation of the differences in RMS crossover 
residuals seen in Table 3 is perhaps clearer. These 
results suggest that TPXO.S and TPXO.S2 should pro- 
vide a slightly more accurate tidal correction for the T/P 
altimetry data and point to a significant shortcoming of 
TPXO. 1. So far we have only directly included M2, S2, 
K1, and O1 in our inversion, with all of the remaining 
tidal constituents accounted for by straight-line interpola- 
tion in frequency (see Appendix B). The reduction in 
RMS crossover difference, when the admittance approach 

is not used to account for these secondary constituents 
(model TPXO.S2), strongly suggests that this approach is 
too crude. This is perhaps not too surprising, when one 
considers that there are resonant frequencies in, or at 
least very near the frequency band we are interpolating 
through [Platzman et al., 1981]. Indeed, for the semidi- 
urnal constituents the differences between TPXO. 1 and 

TPXO.S bear a very strong resemblance to the two 
nearly semidiurnal frequency modes 34 and 35 of Platz- 
man et al. [1981]. We will almost certainly be able to 
significantly improve our inverse solution by including 
more constituents in the state space, thus allowing for a 
more complex variation with frequency of the admittance 
curve. 

While the comparisons of Tables 3 and 4 suggest that 
tidal models which make use of SCH80 as a starting 
point might be more accurate than the "pure" inverse 
model TPXO. 1, it is far from clear that such models 
would provide a better tidal correction for the T/P GDR. 
TPXO.1 is demonstrably smoother than either of 
TPXO.S or TPXO.S2. Any roughness in SCH80 (see 
Plate 2 for example) will remain in the final solution. 
Since it is the gradient of the surface elevation which is 
ultimately diagnostic of the ocean circulation, smooth- 
ness of the tidal correction is critical. For this reason 

TPXO. 1 is our preferred model for now. 

5. Conclusions 

We have presented a general and practical approach to 
inversion of very large large data sets for global ocean 
tides. The method allows us to combine rationally both 
dynamical information and direct observational data in a 
single tidal solution. All efforts to use altimetry data to 
improve empirically our knowledge of the open-ocean 
tides depend critically on the long-known temporal pro- 
perties of the tides: at a fixed location the temporal vari- 
ation of the tides is well approximated as a linear combi- 
nation of a very small number of sines and cosines. This 
property, which derives from the nature of the forcing, 
says nothing about spatial variations of the tides. By 
using in addition information about the nature of the 
dynamics, we can derive a rational, dynamically con- 
sistent spatio-temporal set of basis functions for fitting 
the fides. In effect, this is what we have accomplished 
with the representer approach developed here. Using the 
dynamics, and estimates of the inadequacies in these 
dynamics, we have a priori reduced the free parameters 
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which are fit to the altimetry data to a very small 
number. For TPXO. 1, only 2048 real parameters (i.e., 
the 2N representer coefficients of (84) were fit to the 
data. In fact, eigenvalues of R' below the assumed 
measurement error variance (•2 = 2x10-2m2 was used for 
TPXO. 1) correspond to array modes which are essen- 
tially not fit to the data. Thus for TPXO. 1 the effective 
number of parameters fit is approximately 1000 (see Fig- 
ure 10). This corresponds to only 125 complex numbers 
per constituent for the full global solution. Because we 
fit so few free parameters, and because the spatio- 
temporal basis functions used have been "tuned" for the 
appropriate tidal dynamics, we minimize the possibility 
that nontidal sources of oceanographic signal (the true 
focus of the T/P mission) will be aliased into the tidal 
corrections. Specifically, we are rejecting shallow water 
reduced gravity disturbances, having either nontidal fre- 
quencies or else phase speeds other than the external 
speed. 

There are several further advantages to our inversion 
approach, which we can only list here. In addition to 
sea level, our solutions provide direct estimates of tidal 
currents. We can provide realistic maps of prior and 
posterior error covariances for tidal elevations (and 
currents), and we can assess the value of particular addi- 
tional observations in improving our knowledge of the 
ocean tides. In a similar vein, prior and posterior data 
error covariances can be calculated to more quantita- 
tively assess the degree to which our inversion removes 
nonoceanographic signal. We can also use the dynami- 
cal residuals (a byproduct of the inversion which we 
have not discussed in detail) to improve our understand- 
ing of inadequacies in the hydrodynamic model and to 
map dissipation in the ocean. Finally, additional sources 
of data (in particular, coastal and pelagic tide gauges) 
can be readily incorporated into our inverse solution. 
These issues will be addressed more fully in future work. 

Our initial inverse solution TPXO. 1 is very smooth. 
Based on the reduction of RMS crossover differences 

and comparison to pelagic gauges, we believe that this 
solution represents a significant improvement over the 
tidal models SCH80 and CR91 which are currently on 
the GDR. With refinements currently underway (increas- 
ing the number of modeled constituents, including tide 
gauge data and additional altimetry, calculations on 
higher resolution grids), further improvements are 
expected in the near future. 

Note added in proof. A new eight constituent version 
of the OSU inverse solution (TPXO.2) has now been 
completed, and is available from the authors via 
anonymous ftp (ftp.oce.orst.edu). Relative to TPXO. 1, 
the new solution significantly improves fits to T/P cross- 
over data and to validation tide gauges. For more infor- 
mation send e-mail to tides@oce.orst.edu. 

Appendix A. The Tidal State Space: 
Mathematical Details 

Here we give a more precise definition of the state 
space q; and briefly sketch a proof that q; is a reproducing 
kernel Hilbert space. Note that all functions here are 
vector or tensor valued and that the domain of these 

functions includes separate interior and boundary por- 
tions. We do not explicitly discuss these technical com- 
plications here. 

Because the dynamical error covariance is positive 
semidefinite we may decompose the covariance 
Cf (Xl, x2) = <Cf (Xl,')V2, Cf (- , x2)V2>2, where 
<','>2 denotes the usual L2 inner product on the 
ocean domain and boundary O. For each x • • O, let 

TC•/•', x) be the solution to the LTEs with forcing (-, x). We generate C)/• by solving a diffusion equa- 
tion (see Appendix C), so the forcing for T is a C • func- 
tion in both its arguments. By assuming a smooth coast- 
line and smooth bathymetry, we can guarantee that the 
solutions to the LTEs (i.e., T(', x)) also have nice pro- 
perties [Gilbarg and Trudinger, 1988]. The definitions 
of "smooth" and "nice" may in practice be adjusted to 
meet our requirements. For instance, taking the coastal 
boundary and the bathymetry to be C ø• functions, we can 
guarantee that T is C • in both arguments [Gilbarg and 
Trudinger, 1988, Chapter 6]. In fact, we need only 
assume enough regularity (of Cf, bathymetry, coastline) 
so that T • L2[OxO]. Note that this condition would 
be violated if a white noise covariance on the interior of 
the domain were assumed [Bennett, 1990]. 

Defining the operator 

•I':t2[O ]--->t2[O ] 

3ru(x) = <T(x, ß ), u>2, (A1) 

we then define our state space to be the image of L210] 
under 

'lJ = 3r'[L210 ]] . (A2) 
Suppose that 3r is one-to-one, so that an inverse 
3r-l:'l;-->L2[O] can be defined. Then for u ,v • q; we 
can define the inner product 

<U, V> = <•-lu, •-lv> 2 . (A3) 

It is trivial to check that with this inner product, '1; is a 
Hilbert space (completeness is "inherited" from L2). It is 
also straightforward to verify that the inner product 
<',-> given in (A3) is equivalent to that defined in 
(22). 

The requirement that 3r be one-to-one deserves a brief 
comment. Uniqueness of the solution to the (dissipa- 
tive!) LTEs implies that 3r will be one-to-one provided 
convolution with C« A (equivalently Cf) is also one-to- 
one (or invertible). Clearly, this condition is also neces- 
sary for the inner product defined in (22) to make sense. 
In fact, by making the constraints on the continuity equa- 
tion hard, we violate this condition. However, since the 
(assumed exact) continuity equation determines h once 
the transports u and v are given, we can eliminate the h 
component from the state vectors (and from the LTEs). 
For this modified state space, our covariance function is 
positive definite, and the corresponding convolution 
operator is invertible. Note that this elimination is 
necessary only in this formal argument: because we 
never need the inverse of the covariance, this complica- 
tion does not arise in actual computations. 

Finally, it is straightforward to verify that pointwise 
evaluation is a bounded linear functional on q; with the 
inner product defined in (A3). Let Lx denote evaluation 
at x. For every u • q; there is v •L210] such that 
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u = 3rv. But then by the definition of 3r in (A1) we 
have 

Lxu = <T(x, ß ), v> (A4) 

Suppose for some { Un • •' n =1, oo } <Un, Un> '--> 0. 
Then we have vn = 3r-•Un, with <vn, Vn>2 •> 0, and 
L•un = <T(x, '), Vn >2 '-> 0, since we have assumed T 
is in L 2. This establishes that Lx is bounded. Together 
with the Riesz representation theorem [e.g., Yosida, 
1980], this guarantees that 'C is a reproducing kernel Hil- 
bert space, so that of the representers derived in section 
3 are indeed well defined. 

Appendix B. Incorporating Nodal 
Corrections and Secondary Constituents 

In this appendix we give the exact form of the func- 
tion O•/(t), which incorporates the nodal corrections, and 
allows for secondary tidal constituents by interpolating 
the admittance. 

For each constituent l, the partial tide with nodal 
corrections can be expressed as h'(x)o•l(t), where 

O• l (t)=(l + n« (t))exp[i (o) l (t-to)+Vl (to)+nu t (t))], (B 1) 
I providing the modulation of ampli- with n«(t) and n• 

tude and phase [e.g., Cartwright and Tayler, 1971; 
Schureman, 1940]. 

To allow for secondary tidal constituents in the sim- 
plest fashion we consider a single tidal species (diurnal 
or semidiurnal) and take the two dominant constituents 
((K•, O•) or (M2, S2)) in this species. Here we denote 
the frequencies for these two dominant constituents by 
0) 1 and 0)2. Suppose there are L' constituents in the 
species under consideration, and for 1 < l' <_L' let 

(002--0¾)el' ( O}l' --(O1)e r 
- - 032) - w2r - (c02_c01)e2 W ll' (tO2-•l)e 1 

where e l , are the equilibrium tide amplitudes. By 
definition, the tidal admittance at frequency 0} l is 
U l (x)/el, where u I (x) gives the tidal fields for constituent 
I. Then if we linearly interpolate (and possibly extrapo- 
late) the tidal admittance between frequencies • and •2, 
we find that the tidal fields for a constituent at frequency 
to r are approximately 

U l' = wit u• + W2l, u2 ß (B3) 
Thus the contribution of this species to sea level time 
series can be approximated 

Z O[l' (t)h l' (x) = Z ø[l' [w 1/' h l(x) q- w 2/' h 2(x)] 
/'=1 /'=1 

= • •Wll, O[l,(t h i(x). (B4) 
/=1 l'=l 

The terms in brackets are the modified forms for the 

functions O•l(t) of (3) and (5). In fact, it would be desir- 
able to use a more complicated interpolation scheme to 
include minor constituents [Le Provost et al., 1991], but 
this will not be possible until we include more than two 
constituents per species in the state space. Clearly, more 
complex schemes for interpolation of secondary consti- 
tuents (e.g., the orthotide expansion of Groves and Rey- 

nolds [1975]) can be accommodated within the general 
framework outlined here. 

Appendix C. Dynamical Error Covariance: 
Numerical Implementation 

In this appendix we discuss implementation of the 
dynamical error covariance smoother on the CM-200 
computer. As in the main text, we consider first the case 
of a single constituent of harmonically analyzed data, 
with the covariance given by (42). Estimation of the 
component variance functions of(x) is discussed in detail 
in section 3. We take these functions as given for our 
discussion here. Note that while the inverse covariance 

operator appears in the definition of the penalty func- 
tional, with the representer approach we never need con- 
struct this inverse. Such is not the case for direct 

schemes (gradient descent, simulated annealing) for 
minimizing the penalty functional. Indeed, we do not 
even need to construct the full covariance function 

Cf (x, x'), all that is necessary is to be able to calculate 
Cf rl for any 11 (see (36)). For the covariance model (42) 
this calculation can be accomplished in three steps: (1) 
rescale •l(x) by multiplying by o/(x) (pointwise), (2) 
smooth the result by convolving with the correlation •, 
and (3) rescale again by multiplying the smoothed result 
of step 2 by oj. Only the smoothing of step 2 needs 
further elaboration. 

For (42) to be a valid spatial covariance, it is neces- 
sary and sufficient that the real spatial correlation • be a 
positive semidefinite function (i.e., for every square 

integrable f, If (x)d2xlxl/(X, x')f (x')d2x ' >_ 0), which is 
symmetric in the arguments x and x' [e.g., Ripley, 1981]. 
Beyond this, we have little information about the correct 
form for the spatial covariance of dynamical errors. Our 
choice of • is thus largely dictated by computational 
considerations. 

Consider the diffusion equation on the unit sphere 

•}t u -- ¾V2U = 0 (C1) 

where V 2 is the two-dimensional surface Laplacian, and 
¾ is the (spatially uniform) diffusion parameter. Let 
G(t; 5•, •') be the time-dependent Greens function for 
this equation 

•}t G - TV2G = 0 G (0; •, •') = 15(Ji'R'). (C2) 

For any pseudo-time t, G(t; •,•') can be shown to be 
symmetric in • and •'. Furthermore by expressing (C1) 
in spherical harmonics, it is readily demonstrated that G 
is positive-definite. For t near zero and x near x' it can 
be shown [e.g., Watson, 1983] that 

G (t' •, •') "(4•¾t)-'/2exp [ 11:-:'112 ] ' 4Tt ' ' (C3) 
G(t; x, x') is thus a spherical analogue of the usual 
Gaussian density function, which is often used as a spa- 
tial covariance function in planar geometry. 

The spherical correlation function 

I]/t0(X, X t) ---- G(t0; •, f•')/Go (C4) 

where Go = G(0; x, x) is a normalization constant, is 
very well suited to our problem. As suggested by (C3), 
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the decorrelation length scale can be adjusted by varying 
to. Numerical computation of a convolution such as 

II/t0. u = Ill/t0(x, x')u (x')d2x ' (C5) 
is simple, and particularly well suited to the massively 
parallel architecture of the CM-200 used for our 
representer calculation. Letting D be the finite difference 
operator for V 2 on the grid of u nodes, computation of 
•tto can be accomplished by time-stepping 

•/t+l ---- •/t q- TD•/t (C6) 

from an impulsive initial condition (scaled by G• • ) to 
the solution at time to. Clearly, the convolution of (C5) 
can be accomplished by doing the same time-stepping of 
(C6), but now starting from initial conditions of uG• • . 

Each time step of (C6) represents a local smoothing 
based on averages over adjacent grid points, with posi- 
tive weights summing to 1. The full convolution with •t 
is thus achieved by repeated application of a local 
smoother. The repeated smoothing may be represented 
in matrix notation as 

•/t0* U ---- G• • (I+TD) s u , (C7) 
where N and T are chosen to achieve the desired spatial 
decorrelation length scale. For the =5 ø correlation func- 
tion of Figure 3, we used T = 0.01 and N = 250. Note 
that the relatively small value of T is required to main- 
tain stability of the iterative scheme at high latitudes 
where grid cells are very narrow. 

So far we have ignored the irregular shape of the 
ocean domain to which the dynamical error convolution 
is confined. In terms of the diffusion equation (C2) we 
must add boundary conditions to accommodate this more 
complex domain. For our implementation of the covari- 
ance smoother we have assumed homogeneous Neumann 
boundary conditions (i•nU = 0). In terms of the local 
smoother on the discrete grid, this amounts to replacing 
the average over all adjacent nodes, with an average over 
only ocean nodes. The presence of continents makes our 
correlation function spatially inhomogeneous, particularly 
near the coasts. This does not seem to be a serious 

issue, given our limited knowledge of the spatial struc- 
ture of dynamical errors. However, this means that the 
normalization factor Go, now depends upon x and must 
be computed for each grid point (but only once). 

With the simple form of interconstituent correlation 
assumed in (64), the off-diagonal smoothers C« r' l•l' are 
also easily implemented. Indeed, if ZJ is the diagonal 
matrix of dynamical error standard deviations c•J(x) on 
the numerical grid, and Go is the diagonal matrix of nor- 
malization constants for all nodes in the grid, the matrix 
representation of the generalized interconstituent 
smoother C«5 for component j on the discrete numerical 
grid is 

•lto* tl = Pll' ZJG•'A(I+TD) •vGG'/•zf u ß (C8) 
Since each matrix multiply in (C8) is local, involving 
only neighboring nodes, the convolution smoother is very 
fast on the CM-200. 

Appendix D. Representers for 
Time Domain Data 

The purpose of this appendix is to give a more precise 
definition of the notation used in section 4 to relate real 

and imaginary vectors and matrices. We also derive (70) 
and (71) which relate the real representers and 
representer matrix for time domain data to the complex 
quantities appropriate for harmonically analyzed data. 
To facilitate the translation between real and complex 
vector fields we define, for any complex n-dimensional 
vector field v, the real 2n-dimensional vector field 

¾ = (Re v• Im v• .... Re v n Im Vn) T . (D1) 

As above, the real and complex versions of the state 
space are denoted by • and •n, respectively. Given an 
inner product <.,.> defined on 'l;, we can define a real 
inner product on 'lJn by 

(•1, •2) = Re<vl, ¾2 > . (D2) 

It is easily verified that (D2) defines an inner product on 
•R. Clearly the norms induced by the real and complex 
inner products are the same, in the sense that 

IIv--llm- Ilvllv Thus the dynamic error penalty of (21) 
can be expressed in terms of either inner product. 
Finally, for any N xM complex matrix X we define the 
2Nx2M real matrix 

X=(•l [ix•] '-- •t [ix•t]) ß (D3) 

As in section 4 we denote the complex representer 
(relative to the 3L-dimensional state space) of evaluation 
of h I at xi by Pil, we let Lim be the linear functional for 
crossover datum dim, and we take aiml to be the complex 
constants defined in (6). Then, using the notation 
defined above, a simple calculation shows 

L L 

(•aimlPil, H)= Re<•aimlPil, u> 
/=1 /=1 

L L 

= ReE<Pil, aim I U> = ReEaiml h I (xi). (D4) 
/=1 /=1 

Comparing (6) and (D4) verifies (70). 
The representer matrix for the full set of crossover 

differences dim , 1 _< i _< I, 1 _< m _< M is also easily cal- 
culated: 

R(im)(i'm') = (r/m, rcm' ) = Re<r/m, ri'm' > = 
L L L 

Re<EaimlPil, E * = * ß ai,mTPi T > Re E aimlai'mT<Pil ' PiT > 
l =1 l' =1 l ,l' =1 

L 

= Re • aimlai,m,l, pili l,' . (D5) 
l ,l' =1 

The last step follows from the fact that pit[; is defined to 
be the h component of pilr(xi), while Pit is the 
representer for this evaluation functional. This verifies 
(7•). 
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